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1 Affine varieties
1.1 Affine varieties

Definition 1.1 (affine n-space)Affine n-space over C is the seta
An = Cn

aBasically, we want the set, but not the vector space structure.
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Notation 1.2. When n is clear, we write C[X] := C[X1, . . . , Xn]
Definition 1.3 (vanishing locus, affine variety)Let S ⊆ C[X] be any subset. The vanishing locus of S is given by

V(S) = {P ∈ An | f (P) = 0 for all f ∈ S}An affine variety is any set of the form V(S) for some S ⊆ C[X].
Theorem 1.4. Let S ⊆ C[X] be any subset. Then

(i) Let I = 〈S〉 be the ideal generated by S . Then V(I) = V(S).(ii) There exists a finite subset {fj} ⊆ S such that V(I) = V(S).
Proof. (i) follows from basic properties of ideals.(ii) We already have that V(S) = V(I) by (i). By the Hilbert basis theorem, we have a finite set {h1, . . . , hr}of generators for I . Therefore, we have a finite subset {f1, . . . , fm} ⊆ S , and gij ∈ C[X], such that

hi = m∑
j=1 gij fjTherefore {fj} are also a set of generators for I . Hence V(S) = V(f1, . . . , fm).

Proposition 1.5.

(i) if S ⊆ T , then V(T ) ⊆ V(S),(ii) V(0) = An and V(1) = ∅,(iii) for any family of ideals Ij , we have that
⋂
j
V(Ij ) = V

∑
j
Ij


(iv) V(I) ∪ V(J) = V(I ∩ J)

Proof. (i) and (ii) are obvious. For (iii), notice that by definition,
⋂
j
V(Ij ) = V

⋃
j
Ij


and ∑j Ij is ideal generated by ⋃j Ij . Finally, for (iv), by defintion we have that

V(I) ∪ V(J) ⊆ V(I ∩ J)For the reverse containment. Suppose P ∈ V(I ∩ J), and P /∈ V(I). Then there exists g ∈ I such that
g(P) 6= 0. Moreover, for all f ∈ J , fg ∈ I ∩ J , so fg(P) = 0. Therefore, we must have that f (P) = 0, so
P ∈ V(J).
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Definition 1.6 (irreducible)A variety V is irreducible if it cannot be written as a union
V = V1 ∪ V2of proper subvarieties.

Proposition 1.7. Every affine variety V is a finite union of irreducible varieties.
Proof. If V is irreducible we are done. Otherwise, we can write V = V1 ∪ V ′1. If V1, V ′1 are both unions ofirreducible varieties, then we are done. If not, then we can write V1 = V2 ∪ V ′2. Repeating this, we get

V = V0 ) V1 ) V2 ) . . .Suppose Vj = V(Ij ). Define
W = ⋂

j
Vj = V

∑
j
Ij


Now I = ∑

j Ij is finitely generated, as C[X] is Noetherian. Therefore, I = ∑
j≤N Ij for some N , as theascending chain stabilises. Therefore, we must have that

W = ⋂
j≤N

Vj

so the descending chain stabilises.
Proposition 1.8. Let V be a variety. A minimal decomposition V = ⋃

Vi into a finite union of distinctirreducible varieties is unique up to reordering.
1.2 Topology

Definition 1.9 (Zariski topology)The Zariski topology on An is the topology where the closed sets are affine varieties on An.
Definition 1.10 (Euclidean topology)The Euclidean topology on An is the topology coming from the metric topology on Cn.
Proposition 1.11. Every Zariski closed subset is Euclidean closed. In addition, every Zariski open densesubset is Euclidean dense.

1.3 Nullstellensatz

Theorem 1.12 (Weak Nullstellensatz). Let I ( C[X] be a proper ideal. Then V(I) is nonempty.
Proof is in section 5. .
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Definition 1.13 (ideal of a variety)Let V be an affine variety. Then the ideal
I(V ) = {f ∈ C[X] | f (P) = 0 for all P ∈ V }is called the ideal of V .

Proposition 1.14. Let V ⊆ An be a variety.
(i) if V = V(S), then S ⊆ I(V ). In particular, I(V ) is the largest ideal of functions that vanish on V ,(ii) V = V(I(V )),(iii) two varieties V ,W are equal if and only if I(V ) = I(W ).

Proof. By definition.
Proposition 1.15. V ⊆ W if and only if I(W ) ⊆ I(V ).

Proof. Suppose V ⊆ W , then I(W ) ⊆ I(V ) follows from definition. Conversely, if V 6⊆ W , then we can choose
P ∈ V \W . Since P /∈ V(I(W )), there exists f ∈ I(W ) such that f (P) 6= 0. In particular, f /∈ I(V ).

Proposition 1.16. A variety V ⊆ An is irreducible if and only if I(V ) is prime.
Proof. We have seen that I(V1∪V2) = I(V1∩V2). Now suppose V was reducible. Then we can write V = V1∪V2as a nontrivial union, then

V1 6⊆ V2 6⊆ V2Let Ij = I(Vj ), then I(V ) = I1 ∩ I2, and by the previous proposition, I1 6⊆ I2 6⊆ I1. We can therefore find
f1 ∈ I1 \ I1 and f2 ∈ I2 \ I1Then fi /∈ I(V ), but f1f2 ∈ I1 ∩ I2 = I(V ). So I(V ) is not prime.Conversely, suppose f1f2 ∈ I(V ), with neither f1, f2 ∈ I(V ). Then we can define

Vi = V ∩ V(fi) = {P ∈ V | fi(P) = 0}Since fi /∈ I(V ), Vi 6= V . Then
P ∈ V =⇒ f1(P)f2(P) = 0 =⇒ P ∈ V1 ∪ V2Hence V = V1 ∪ V2.

Definition 1.17 (radical of an ideal)Let I E C[X], then define the radical of I by
√
I = {f ∈ C[X] | there exists an integer m > 0 such that fm ∈ I}

Proposition 1.18.
V(I) = V(√I)

4



Proof. By definition.
Theorem 1.19 (Hilbert’s strong Nullstellensatz). Let I ⊆ C[X], V = V(I). Then

I(V ) = √
I

Corollary 1.20. If V(I) = V(J), then √
I = √

J .
1.4 Morphisms of affine varieties

Definition 1.21 (coordinate ring)The coordinate ring, or ring of regular functions of V is defined as the quotient
O(V ) = C[V ] = C[X]

I(V )
Proposition 1.22. Each element (i.e. coset) in C[V ] gives a well defined function on V .

Proof. f , g ∈ C[X] restricts to the same function on V if and only if f − g vanishes on V , i.e. f − g ∈ I(V ).Morally, each element in C[V ] is a coset, or a function V → C. But when convenient, we may want to thinkof them by their representatives as polynomials.
Corollary 1.23. V ⊆ An is irreducible if and only if C[V ] is an integral domain.
Definition 1.24 (morphism)Let V ⊆ Cn,W ⊆ Cm be varieties. A regular map, or morphism from V to W is a map

φ : V → Wsuch that there exists f1, . . . , fm ∈ C[V ], such that
φ(P) = (f1(P), . . . , fm(P))The set of morphisms from V to W is Mor(V ,W ).

Proposition 1.25. If φ : V → W,ψ : W → Z are morphisms, then ψ ◦ φ : V → Z is a morphism.
Proof. The composition of polynomials is a polynomial.

Definition 1.26 (isomorphism)An isomorphism of affine varieties is a morphism with a 2-sided inverse.
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Definition 1.27 (pullback)Suppose g ∈ C[W ], φ : V → W is a morphism. Then the pullback of g by φ isa

φ∗g = g ◦ φ ∈ C[V ]
aFormally, we need to check that this is actually an element of C[V ]. But this is immediate if we take a representative

g̃ ∈ C[Y1, . . . , Ym ] for g, then g ◦ φ gives us the same function as g̃(φ1(X), . . . , φm(X)) ∈ C[X1, . . . , Xn ].

Proposition 1.28. The pullback map φ∗ : C[W ] → C[V ] is a C-algebra homomorphism.
Proof. Clear from definitions.

Theorem 1.29. Let V ⊆ An,W ⊆ Am be varieties. Then the map φ 7→ φ∗ defines a bijection
Mor(V ,W ) ↔ {C-algebra homomorphisms C[W ] → C[V ]}

Proof. Let x1, . . . , xn ∈ C[V ] be the coordinate functions on V , y1, . . . , ym ∈ C[W ] be the coordinate functionson W .
Injectivity: Suppose P ∈ V , φ ∈ Mor(V ,W ). Then we have that

φ(P) = (y1(φ(P)), . . . , ym(φ(P))) = (φ∗y1(P), . . . , φ∗ym(P))Therefore, the C-algebra homomorphism φ∗ determines φ.
Surjectivity: Let λ : C[W ] → C[V ] be a C-algebra homomorphism. Then each coordinate function yi pullback to an element of C[V ] via

fi = λ(yi)Combine these to define a map
φ = (f1, . . . , fm) : V → Am

First, we must show that φ(V ) ⊆ W . Let g ∈ C[Y1, . . . , Ym], then as λ is a homomorphism,
g(f1, . . . , fm) = g(λ(y1), . . . , λ(ym)) = λ(g)Therefor, if we evaluate the above at P ∈ V , and g ∈ I(W ), then g(f1(P), . . . , fm(P)) = 0. Hence φ(P) ∈ W .Furthermore, it follows from the definition of φ that λ = φ∗.

Definition 1.30 (function field, rational functions, regular)Let V ⊆ An be an irreducible affine variety. It’s function field, or field of rational functions, is the fractionfield
C(V ) = Frac(C[V ])Elements of C(V ) are called rational functions. φ ∈ C(V ) is regular at a point P if we can write

φ = f /g, with f , g ∈ C[V ], g(P) 6= 0.
Morally, we can think of rational functions in a very similar way to germs in Riemann surfaces. Considerthe set of pairs (f , U), where f : U → C is a rational function1, and U is a nonempty open subset of V . Wesay that (f , U) ' (f ′, U ′) if f = f ′ on some nonempty open set V ⊆ U ∩ U ′.This intuition makes sense, since nonempty open subsets of an irreducible variety are dense.

1In the sense that f = g/h on U , where g, h ∈ C[V ].
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Definition 1.31 (local ring)Let V be an irreducible affine variety. The local ring at a point P ∈ V is
OV ,P = {f ∈ C(V ) | f regular at P}

Definition 1.32 (local ring)A local ringa R is a ring which has a unique maximal ideal.
aYes this is the same name as above... Hopefully it should be clear from context what we mean.

Lemma 1.33. A ring R is a local ring if and only if R \ R× is an ideal. If so, then R \ R× is the uniquemaximal ideal of R .
Proof. Suppose R \ R× was an ideal. Then any ideal properly containing it must contain a unit, so it is thewhole ring. Hence it must be a maximal ideal. On the other hand, if mfa E R is a proper ideal, then it mustbe contained in R \ R×, so it is the unique maximal ideal.Conversely, suppose R is a local ring, with unique maximal ideal m. Then m ⊆ R \ R×. Now suppose
x ∈ R \ R×. Then 〈x〉 6= R , so 〈x〉 ⊆ m, since if not, then m + 〈x〉 would be a proper ideal containing m.Therefore, m = R \ R×.

Definition 1.34 (maximal ideal of a variety at a point)Let V be an irreducible affine variety, P ∈ V , the maximal ideal of OV ,P is
mV ,P = {f ∈ OV ,P | f (P) = 0}

Corollary 1.35. OV ,P is a local ring.
2 Projective varieties

Notation 2.1. When clear, we will write C[X] = C[X0, . . . , Xn].
2.1 Projective space

Definition 2.2 (projectivisation)Let U be a finite dimensional U-vector space. Then the projectivisation of U is
P(U) = {lines in U through 0}

Definition 2.3 (projective space)Then projective n-space is
Pn = P(Cn+1)
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Notation 2.4. We will index the coordinate son Cn+1 by 0, . . . , n. Then a line in Cn+1 is given by {(a0t, a1t, . . . , ant) |
t ∈ C}. We will write (a0 : a1 : · · · : an) for the corresponding point in Pn .
Proposition 2.5.

Pn = Cn+1 \ 0
∼where x ∼ y if there exists λ ∈ C× such that x = λy.

Proposition 2.6. We have a decomposition
Pn = {(a0 : · · · : an) | a0 6= 0} t {(a0 : · · · : an) | a0 = 0} = An t Pn−1

which gives us a decomposition
Pn = An t An−1 t · · · t A1 t {pt}︸ ︷︷ ︸=things at ∞

Definition 2.7 (Euclidean, Zariski topology)The Zariski and Euclidean topologies on Pn are the ones induced from the Zarski and Euclidean topologieson Cn+1.
Cn+1 Cn+1 \ 0 Cn+1\0

∼ = Pnsubspace quotient

Definition 2.8 (standard affine patch)The j-th standard affine patch of Pn is
Uj = {(a0 : · · · : an) ∈ Pn | aj 6= 0}

Proposition 2.9. Uj = An.
Proof. Without loss of generality aj = 1. Then the natural map gives us the identification.

Proposition 2.10. We have an action of GLn+1(C) on Pn, by acting on lines in Cn+1. The normal subgroupof scalar matrices C× acts trivially, and so we have an action on Pn by the projective general linear group
PGLn+1(C) = GLn+1(C)

C×

2.2 Projective varieties

Definition 2.11 (homogeneous polynomial)A homogeneous polynomial of degree d is a sum of monomials of degree d.
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Definition 2.12 (homogeneous parts)For a polynomial f ∈ C[X], we there exists a unique decomposition
f = ∑

i
f[i]

with f[i] homogeneous of degree i. We call f[i] the degree i homogeneous part of f .
Lemma 2.13. Let f ∈ C[X] be homogeneous, a = (a0, . . . , an) ∈ Cn+1 such that f (a) = 0. Then for any
λ ∈ C,

f (λa0, . . . , λan) = 0
Proof. Suppose f has degree d. Then

f (λX0, . . . , λXn) = λdf (X0, . . . , Xn)

Corollary 2.14. Let f be homogeneous of degree d, then
V(f ) = {p ∈ Pn | f (a) = 0 where p = (a0 : · · · : an)}is well defined.

Definition 2.15 (homogeneous ideal)An ideal I E C[X] is homogeneous if it is generated by homogeneous polynomials, not necessarily of thesame degree.
Lemma 2.16. Let I E C[X], then I is homogeneous if and only if for any f ∈ I , f[r] ∈ I for all r .

Proof. Suppose I is homogeneous. Let I = 〈g1, . . . , gk〉, with dj = deg(gJ ). If
f = ∑

j
hjgj ∈ I

, then we can plit each hj into homogeneous parts hj [r]. Then we can see that hj [r]gj ∈ I , so f = ∑ f[r], with
f[r] = ∑

j
hj [r−dj ]gj ∈ I

homogeneous of degree r , where we define f[k ] = 0 for k < 0. For the converse, we can decompose thegenerators of I .
Definition 2.17 (vanishing locus, projective variety)Let I be a homogeneous ideal, then define the vanishing locus of I to be

V(I) = {p = (ai) ∈ Pn | f (ai) = 0 for all f ∈ I}A projective variety is a subset of Pn of the form V(I).
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Proposition 2.18. Suppose V = V(I) ⊆ Pn, let V0 = V0 ∩ U0 ⊆ An. Then V0 = V(I0), where
I0 = {F (1, Y1, . . . , Yn) | F ∈ Ihomogeneous}

Definition 2.19 (homogenisation)For f ∈ C[Y1, . . . , Yn] with total degree d, we define the homogenisation of f to be
fh(X0, . . . , Xn) = Xd0 f (X1/X0, . . . , Xn/X0) ∈ C[X]which is a homogeneous polynomial of degree d. The homogenisation of an ideal I is

Ih = 〈fh | f ∈ I
〉

Definition 2.20 (projective closure)Identifying An = U0 ⊆ Pn. Let V = V(I) ⊆ An be an affine variety. Then the projective variety
V h = V(Ih)is called the projective closure of V .

Proposition 2.21.

1. V h ∩ An = V ,2. V h is the Zariski closure of V ⊆ An ⊆ Pn.
Definition 2.22 (homogeneous vanishing ideal)Let V be a projective variety. Then define

Ih(V ) = {f ∈ C[X] | f homogeneous and vanishes on V }

Theorem 2.23 (Projective Nullstellensatz).
(i) if V(I) = ∅, then 〈Xm0 , . . . , Xm

n 〉 ≤ I for some m > 0,
(ii) if V = V(I) 6= ∅, then Ih(V ) = √

I .
Proof. We reduce to the affine case, which will be proved in section 5. Let I be a homogeneous ideal,

Va = V(I) ⊆ An+1 and Vp = V(I) ⊆ Pnbe the affine and projective varieties of I . Note that 0 is always a point in Va. Furthermore, there is anatural quotient map
Va \ {0} � Vpobtained by restricting the natural quotient map Cn+1 \ 0 � Pn. Therefore, Vp is empty if and only if

Va ⊆ {0}. The latter is true if and only if √
I ⊇ 〈X0, . . . , Xn〉. The second statement follows similarly.
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Definition 2.24 (open, closed subvarities)Let V be a projective variety. If W ⊆ V , where W is a projective variety, we say W is a closed subvarietyof V . Similarly, V \W is an open subvariety of V .
Definition 2.25 (irreducible)We say that a projective variety V is irreducible if it cannot be written as V = V1 ∪ V2 for proper closedsubvarieties V1, V2 of V .
Proposition 2.26.(i) every projective variety is a finite union of irreducible projective varieities,(ii) V is irreducible if and only if Ih(V ) is prime.

Proof. (i) follows from the same proof as in the affine case. For (ii), notice if I homogeneous and not prime, thenthere exists homogeneous polynomials F,G /∈ I such that FG ∈ I .To see this, as I is not prime, let f , g ∈ C[X] be such that f , g /∈ I, fg ∈ I . As f , g /∈ I , we have r, s suchthat
f[0], . . . , f[r−1] ∈ I, f[r] /∈ I and g[0], . . . , g[s−1] ∈ I, g[s] /∈ IThen we have that (fg)[r+s] ∈ I , and

(fg)[r+s] = f[r]g[s] + stuff in ISo f[r], g[s] /∈ I , but f[r]g[s] ∈ I . With this, the same argument as in the affine case works.
Proposition 2.27. Let V ⊆ Pn be irreducible, W ⊆ V be a proper closed subvariety. Then V \ W isdense in V .

Proof. Let f ∈ C[X] be homogeneous, and vanishing on all of V \W . As W 6= V , there exists g ∈ Ih(W )\ Ih(V )by the projective nullstellensatz. Then fg vanishes on all of g. As g /∈ Ih(V ), and Ih(V ) is prime, f ∈ Ih(V ).
2.3 Rational maps

Definition 2.28 (function field, field of rational functions)Let V ⊆ Pn be an irreducible variety, then the function field, or field of rational functions of V is definedas
C(V ) = {FG

∣∣∣∣ F,G ∈ C[X] homogeneous of the same degree, G /∈ Ih(V )} / ∼

where F1/G1 ∼ F2/G2 if F1G2 − F2G1 ∈ Ih(V ).
Lemma 2.29. ∼ above is an equivalence relation.

Proof. Reflexivity and symmetry are obvious. Now suppose we have F1/G1, F2/G2, F3/G3 with Gi /∈ Ih(V ), and
F1G2 − F2G1, F2G3 − F3G2 ∈ Ih(V )Now consider G2(F1G3 − F3G1). Since G2 /∈ Ih(V ) and Ih(V ) os prime, it suffices to show that this is in

Ih(V ). Equivalently, we want to show that this expression is zero in C[X ]/Ih(V ). In the quotient ring, we have
11



F1G2 = F2G1 and F2G3 = F3G2Therefore, by substitution, we have that
F1G2G3 − F3G1G2 = F2G1G3 − F2G1G3 = 0 ∈ C[X ]/Ih(V )

Proposition 2.30. C(V )/C is a finite extension of fields.
Proof. Suppose V is nonempty. Then there is a coordinate Xi which does not vanish identically on V , i.e.
Xi /∈ Ih(V ). By reordering coordinates, wlog X0 does not vanish on V . But then it is clear that monomials withtotal degree zero, i.e.

Xa00 · · ·Xan
nwhere ai ∈ Z,

∑
ai = 0 can be written in terms of Xi/X0. So we are done.

Corollary 2.31. Let V ⊆ Pn be an irreducible projective variety not contained in {X0 = 0}. Let V0 = V∩U0be the affine variety in the 0-th affine patch.Then
C(V ) = C(V0)

Definition 2.32 (regular)Let φ ∈ C(V ) and P ∈ V . Then φ is regular at P if we can write φ = F/G with G(P) 6= 0.
We can define the local ring and its maximal ideal as in the affine case. That is,

OV ,P = {f ∈ C(V ) | f is regular at P}
mV ,P = {f ∈ C(V ) | f is regular at P, f (P) = 0}

Proposition 2.33. Suppose V ⊆ Pn is an irreducible projective variety not contained in X0 = 0. Let
P ∈ V ∩ U0 = V0. Then we have an isomorphism

OV ,P = OV0,P

Proof. Follows from the isomorphism C(V ) = C(V0).
Definition 2.34 (rational maps)Suppose V is an irreducible projective variety, then a rational map φ : V 99K Pm is defined by

φ = (F0, . . . , Fm)where Fi ∈ C[X] homogeneous, not all Fi contained in Ih(V ). Furthermore, we say that (Fi), (Gi) arethe samea if FiGj − FjGi ∈ Ih(V ) for all i, j .
ai.e. a rational map is an equivalence class

By clearing denominators, we can also think about rational maps as an tuple φ = (F0 : F1 : · · · : Fm) where
Fi ∈ C(V ).
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Definition 2.35 (regular point, domain, morphism)A point P ∈ V is a regular point of a rational map φ : V 99K Pm if there exists a representative
φ = (G0, . . . , Gm) such that Gi(P) 6= 0 for some i. That is, φ(P) is a well defined point in Pn.The domain dom(φ) is the set of all regular points of φ. A rational map φ : V 99K Pm is a morphismif dom(φ) = V . In this case, we write φ : V → Pm.
Definition 2.36 ({rational map, morphism} between varieties)If W ⊆ Pm is a projective variety, then a rational map (resp. morphism) is a rational map (resp. morphism)
φ : V 99K Pm (resp. φ : V → Pm) such that φ(dom(φ)) ⊆ W .
Definition 2.37 (dominant)A rational map φ : V 99K W is dominant of φ(dom(φ)) ⊆ W is dense in W .
Proposition 2.38. If φ is dominant, then for any rational map ψ , ψ ◦ φ is defined for any rational map ψ .

Proof. Let U be a dense open subset in dom(φ), U ′ an open subset in dom(ψ). Then let U ′′ = U ∩ ψ−1(U ′).This is a nonempty open subset of V and the composition is well defined here.
Definition 2.39 (birational)Suppose φ : V 99K W , ψ : W 99K V are rational maps, such that ψ ◦ φ, φ ◦ψ are well defined and equalto the identity maps of V ,W respectively. Then we say that φ and ψ are birational.
Proposition 2.40. Rational maps are rational maps to A1 ⊆ P1. Therefore, given a dominant map
φ : V → W , we have a well defined pullback

φ∗ : C(W ) → C(V )
where φ∗(f ) = f ◦ φ.

Theorem 2.41. Let V ,W be irreducible varieties. Then V ,W are birationally isomorphic if and only ifthere exists an isomorphism of fields C(V ) ' C(W ).
2.4 Transformations, embeddings and products

Definition 2.42 (Veronese)Let F0, . . . , Fm be the m+1 = (n+d
d
) degree d monomials in variables X0, . . . , Xn. Then we have a naturalmorphism

νd : Pn → Pmdefined by νd(a) = (F0(a), . . . , Fm(a)).
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Proposition 2.43. νd is an injective map, and νd(Pn) is a projective variety isomorphic to Pn.
Definition 2.44 (Segre embedding)The Segre embedding is the map σmn : Pm × Pn → Pmn+m+n, given by

σmn((xi), (yj )) = (xiyj )In this case, we label the variables in Pmn+m+n as Zij , with 0 ≤ i ≤ m, 0 ≤ j ≤ n.
Theorem 2.45. Let I be the ideal generated by

ZijZpq − ZiqZpj for i, p ∈ {0, . . . , m}, j , q ∈ {0, . . . , n}, i 6= p, j 6= qand let V = V(I). Then σmn : Pm × Pn → V is a bijection. Moreover, V is irreducible.
Proof. Clearly σmn ⊆ V . Now consider the affine piece

V00 = V ∩ {Z00 6= 0} ⊆ Amn+m+n
Then we have that V00 = V(I00), where after setting Yij = Zij /Z00, we see that

I00 = 〈Yij − Yi0Yj0 | 1 ≤ i ≤ m, 1 ≤ j ≤ n
〉

It then follows that it contains all YijYpq − YiqYpj , and σmn defines an isomorphism Am × An → V00, withinverse
(Yij ) 7→ ((Y10, . . . , Ym0), (Y01, . . . , Y0n))Since affine space is irreducible, and the product of irreducible affine varieties is irreducible, we have that

V00 is irreducible. Repeating this for the other affine pieces gives us the result.
Definition 2.46 (product)Suppose V ⊆ Pn,W ⊆ Pm are projective varieties. Then we define the product to be

σmn(V ×W ) ⊆ Pmn+m+n
with the subspace topology.

Note the induced topology from above is not the product topology.
3 Singularities and tangent spaces

Definition 3.1 (tangent space of affine varieties)Let V ⊆ An be a affine variety, P ∈ V . The tangent space to V at P is
TV ,P = {v ∈ Cn

∣∣∣∣ n∑
i=1 vi

∂f
∂Xi

(P) = 0 for all f ∈ I(V )} ≤ Cn

Definition 3.2 (tangent space of projective varieties)Let V ⊆ Pn be a projective variety, P ∈ V . Suppose Vj = V ∩
{
Xj 6= 0} is an affine piece of V containing

14



P . Then define
TV ,P = TVj ,Pwhere TVj ,P is the affine tangent space of the affine variety Vj at P .

Note that right now it is not clear that TV ,P is well defined. However we will show that for different choicesfor j , the results are all naturally isomorphic2.
Definition 3.3 (derivative)Let V ⊆ Pn,W ⊆ Pm be projective varieties, φ : V 99K W a rational map, P ∈ dom(φ). Assume wlog that
P ∈ V ∩U0 = V ∩An, φ(P) = Q ∈ W ∩U0 = W ∩Am, and we have a representative φ = (F0 : · · · : Fm),where Fj ∈ C[X] homogeneous. Set

fj = Fj
F0 (1, X1, . . . , Xn) ∈ C[X1, . . . , Xn]

Then define dφP : TV ,P → Cm by
dφP (v ) = ( n∑

i=1 vi
∂fj
∂Xi

(P))
j

Proposition 3.4.(i) dφP (TV ,P ) ⊆ TW,φ(P),(ii) dφP depends only on φ, and not on the (Fi),(iii) If ψ : W 99K Z is a rational map, with φ(P) ∈ dom(ψ), then d(ψ ◦ φ)P = dψφ(P) ◦ dφP ,(iv) if φ is birational, φ−1 regular at φ(P), then dφP is an isomorphism.
Proof. (i) By the definition of the tangent space, we may replace V ,W by the affine pieces V ∩An and W ∩Amrepspectively. Let Q = φ(P). Let g ∈ I(W ). Pulling back g with φ, we have that

h = g(f1, . . . , fm)and choose a representative of h in C(X). This is a rational function on V which is regular at P , andvanishes on the points of V where it is regular. That is, h ∈ I(V ). By the chain rule, we have
∂h
∂Xi

(P) = ∑
j

∂g
∂Yj

(Q) ∂fj∂Xi
(P)

Thus, if v ∈ TV ,P , then dφP (v ) ∈ TW,Q , since we have that∑
i
vi
∂h
∂Xi

(P) = 0
(ii) If we choose another representation (F ′

j ) for φ, then the corresponding rational functions f ′
j will havethe property that f ′

j − fj vanishes on V when defined. So we have that f ′
j − fj = pj /qj , where pj ∈ I(V ), qj ∈

C[X], qj (P) 6= 0. Therefore, by the quotient rule, we have that
∂f ′
j − fj
∂Xi

(P) = 1
qj (P) ∂pj∂Xi

(P)
as pj (P) = 0. Therefore, if we choose v ∈ TV ,P , then

n∑
i=1 vi

∂f ′
j − fj
∂Xi

(P) = 0
2Most importantly, the will have the same dimension.
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So dφP is independent of the choice of the (Fj ).(iii) is just the chain rule, and (iv) follows from (iii).
Corollary 3.5. The tangent space of a projective variety is well defined.

Proof. Suppose p ∈ Ui ∩ Uj . Then we have a birational map ψ : Ui 99K Uj , induced by the identity map on
Ui ∩ Uj , and is defined at P . Therefore, we have a natural isomorphism TVi,P → TVj ,P .

Definition 3.6 (dimension, smooth, singular)Let V be an affine or projective variety. Then
1. if V is irreducible, define dim(V ) = min {dim(TV ,P | P ∈ V )},2. if P ∈ V , V is irreducible, we say P is smooth if dim(TV ,P ) = dim(V ), and P is singular otherwise.3. if V is reducible, dim(V ) is the maximum of the dimension of the irreducible components of V .

Theorem 3.7. The set of smooth points of V is a non-empty open subvariety.
Proof. Nonempty follows by definition. We can assume V ⊆ An is an affine variety, since we can look at theaffine parts of a projective variety. Suppose I(V ) = 〈f1, . . . , fm〉. Then if P ∈ V ,

TV ,P = {v ∈ Cn
∣∣∣∣ ∑

i
vi
∂fj
∂Xi

(P) = 0}
therefore, by some basic linear algebra,

dim(TV ,P ) = n− rank( ∂fj∂Xi

)
Therefore, we have that for any r ∈ N,

{P ∈ V | dim(TV ,P ) ≥ r} = {P ∣∣∣∣ rank( ∂fj∂Xi

)
≤ n− r

}
is the closed subvariety generated by the (n− r) × (n− r) minors of the Jacobian matrix.

Corollary 3.8. Birational irreducible varieties have the same dimension.
4 Field theory

Definition 4.1 (transcendental)Suppose L/K is a field extension, α ∈ L is transcendental over K if it is not the root of any nonzeropolynomial in K [X ].
Definition 4.2 (algebraically independent)Suppose L/K is a field extension, S ⊆ L is algebraically independent over K if for all n, there is nononzero polynomial f ∈ K [X1, . . . , Xn] such that p(s1, . . . , sn) = 0, si ∈ S .
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Definition 4.3 (pure transcendental extension)A field extension K/C is pure transcendental if
K = C(x1, . . . , xn)where x1, . . . , xn are algebraically independent over C.

Proposition 4.4. Let K/C be a finitely generated field extension. Then there exists a pure transcendentalfield extension K0 = C(x1, . . . , xn) such that K/K0 is finitea. Moreover, K = K0(y) for some y ∈ K .
ai.e. finite dimensional.

Proof. Suppose K = C(x1, . . . , xm). Then there is a maximal algebraically independent subset, which we canassume to be {x1, . . . , xn}. Define K0 = C(x1, . . . , xn). Then each of xn+1, . . . , xm is algebraic over K0, so K/K0is finite. The final statement is just the primitive element theorem from Galois theory.
Proposition 4.5. Let K = C(x1, . . . , xn), with x1, . . . , xn algebraically independent. Suppose xn+1 isalgebraic over K . Then

I = {g ∈ C[X1, . . . , Xn+1] | g(x1, . . . , xn, xn+1) = 0}is a principal ideal of C[X], generated by an irreducible f ∈ C[X]. Moreover, if f contains the variable
Xi, then {x1, . . . , xi−1, xi+1, . . . , xn} are algebraically independent over C.

Proof. As x1, . . . , xn are algebraically independent, the subring R = C[x1, . . . , xn] ≤ K is isomorphic to thepolynomial ring C[X1, . . . , Xn], which is a UFD. Let h ∈ K [T ] be the minimal polynomial of xn+1 over K . Bydefinition, h is irreducible.Now let b = lcm{denominators in coefficients of h(T )} ∈ R . By Gauss’ lemma3, f = bh is irreducible in
R [T ]. By the isomorphism above, we can think of f ∈ C[X1, . . . , Xn+1].We will now show that f generates the ideal I . Suppose we have g ∈ C[X] such that g(x1, . . . , xn+1) = 0.Then in K [T ], g(x1, . . . , xn, T ) is divisible by f (x1, . . . , xn, T ). Applying Gauss’ lemma4, f | g in C[x1, . . . , xn].So f generates the ideal I .

Corollary 4.6. Let V be any irreducible variety. Then V is birational to a hypersurface in An+1, where
n = dim(V ).

Proof. Let K = C(V ). By the above, K = C(x1, . . . , xn+1), where {x1, . . . , xn} are algebraically independent,
xn+1 is algebraic over C(x1, . . . , xn). Then

K = C(x1, . . . , xn) = Frac(C[X1, . . . , Xn+1]
〈f 〉

) = C(V(f ))

5 Proof of the Nullstellensatz
We prove the weak Nullstellensatz. Then proof of the Strong Nullstellensatz is non-examinable, hence omitted.

3Since f is primitive in R [T ] and irreducible in K [T ], it is irreducible in R [T ]. We can assume f is primitive by minimality of b and thefact that h is monic.4Since f is primitive, f | g in K [T ] implies f | g in R[T].
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Theorem 5.1 (Weak Nullstellensatz). Every maximal ideal in C[X] is of the form 〈X1 − a1, . . . , Xn − an〉,where a1, . . . , an ∈ C. Moreover, if I is anu non-unit ideal, then V(I) 6= ∅.
Proof. Every ideal of this form has C[X]/I = C, so they are all maximal. Now suppose m E C[X] be a maximalideal, K = C[X]/m. Then K is a field extension of C. Write ai = Xi + m. If ai ∈ C for all i, then we re done,as the ideal is just 〈X1 − a1, . . . , Xn − an〉.Otherwise, choose t ∈ K \ C. As C is algebraically closed, t must be transcendental over C. Let

Um = spanC{ar11 · · ·arnn
∣∣∣∣ ri ≥ 0,∑ ri ≤ m

}
≤ C

be the subspace of elements with exponenent at most m. Now as Um is finite dimensional, K = ⋃m Um hascountable dimension. However, the elements { 1
t − c

∣∣∣∣ c ∈ C
}

are all C-linearly independent. So we have uncountably many linearly independent elements. Contradiction.Now suppose I is a non-unit ideal. Then there exists a maximal ideal m such that I ⊇ m ⊆ C[X], so
V(I) ⊇ V(m) 6= ∅.
6 Algebraic curves
6.1 Curves

Definition 6.1 (curve)A curve is a (projective or affine) variety of dimension 1.
Unless otherwise specified, by curve we will mean “smooth projective irreducible 1-dimensional variety”.Furthermore, when we say a curve C , where C = V(I) ⊆ Pn, we will often drop the ⊆ Pn and study curves upto isomorphism.

Proposition 6.2. Let C be a curve, D ⊆ C be a proper subvariety. Then D is a finite set of points.
Proof. Suffices to prove this for affine irreducible curves V ⊆ An. If W ⊆ V is an irreducible subvariety, wewill show that W is a point. By the Nullstellensatz, we have that I(V ) ( I(W ). Suppose for contradiction that
W is not a point. Then C[W ] 6= C. Choose t ∈ C[W ] \ C. Then t must be transcendental over C.The inclusion map φ : W ↪→ V induces an algebra homomorphism φ∗ : C[V ] � C[W ]5. Let y ∈ (φ∗)−1(t).Now choose x ∈ C[V ] nonzero with φ∗(x) = 0. Now x, y are algebraically independent in C(V ), as t istranscendental. Contradiction, since dim(V ) = 1 implies that the transcendence degree of C(V ) is 1.Therefore, we have that C[W ] = C, so W is a point.

Lemma 6.3 (Nakayama). Let R be a ring, M be a finitely generated R-module, J E R be an ideal. Then
(i) if JM = M , then there exists r ∈ J such that (1 + r)M = 0.(ii) if N ≤ M is a submodule such that JM +N = M , then there exists r ∈ J such that (1 + r)M ⊆ N .

Proof. Some nonexaminable commutative algebra.
Theorem 6.4. Suppose V is an irreducible curve, P ∈ V is a smooth point. Then the ideal mV ,P E OV ,P

5The fact that this map is surjective comes from the definition of C[V ] and C[W ] as quotients.
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is principal.
Proof. Suppose that P lies in an affine patch V0 ⊆ An of V ⊆ Pn. By a change of coordinates, wlog
P = (0, . . . , 0) ∈ An. Then we have that

C[V0] = C[X1, . . . , Xn]
I(V0) = C[x1, . . . , xn] where xi = Xi mod I(V0)

OP := OV0,P = { fg
∣∣∣∣ f , g ∈ C[V0], g /∈ 〈x1, . . . , xn〉

}
mP := mV0,P = { fg

∣∣∣∣ f , g ∈ C[V0], f ∈ 〈x1, . . . , xn〉 , g /∈ 〈x1, . . . , xn〉
}

= x1Op + · · · + xnOp

More generally, if J E OP is any ideal, then f /g ∈ J ⇐⇒ f ∈ J , since g is a unit in Op. So we can write
J = { fg

∣∣∣∣ f ∈ J ∩ C[V0], g ∈ C[V0], g(P) 6= 0}
Hence by the Hilbert basis theorem, J is finitely generated.Since P is smooth, TV ,P is a line in Cn. By a change of coordinates, we can assume wlog TV ,P = {x2 =

· · · = xn = 0}. We will now show that mp = (x1).Since TV ,P is cut out by linearisations of polynomials in I(V0), and X2, . . . , Xn are such lienarisations, wemust have f2, . . . , fn ∈ I(V0) such that
fj = Xj − hjwhere hj has no terms of degree < 2. So in OP , we have

xj = hj (x1, . . . , xn) ∈
〈
x21 , x1x2, . . . , x2

n
〉 = m2

PTherefore, we have that
mP = n∑

j=1 xiOP = x1OP + m2
P

Applying (ii) of Nakayama’s lemma, with R = OP , J = mP , N = (x1) gives the required result.
Definition 6.5 (local parameter)Suppose P is a smooth point of V , then any generator πP of mV ,P is called a local parameter, or localcoordinate of P .
Corollary 6.6. Let V = V(f ) ⊆ A2 be an irreducible affine plane curve, P ∈ V be a smooth point of V .Then the function V → C given by

Q 7→ X (Q) − X (P)is a local parameter at P if and only if ∂f
∂Y (P) 6= 0.

Proof. Same as the theorem.
Corollary 6.7. Let P be a smooth point of a curve V . Then there exists a surjective group homomorphism
νp : C(V )× → Z such that
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OV ,P = {0} ∪
{
f ∈ C(V )× | νp(f ) ≥ 0}

mV ,P = {0} ∪
{
f ∈ C(V )× | νp(f ) > 0}

and if f ∈ C(V )×, then for any local parameter πP , we can write
f = uπνP (f )

Pwhere u ∈ O×
V ,P = OV ,P \ mV ,P .

Proof. Let πP be a local parameter at P . Then mn
P = 〈πnP〉 for all n. Now notice that we have a descendingchain of ideals,

OP = m0
P ≥ m1

P ≥ m2
P ≥ . . .Let

J = ⋂
n
mn
P

be the limit of this descending chain. In the proof of the previous theorem, we have seen that J is finitelygenerated. Furthermore, notice that
mP J = πP J = JHence by Nakayama’s lemma, J = 0. Therefore, for any f ∈ OP , there exists n ≥ 0 such that f ∈ mn

P \mn+1
P .We define νP (f ) = n. Now notice that this means that f = cπnP for some c ∈ OP . But f /∈ mn+1

P implies that
c ∈ Op \ mP = O×

P .Now suppose f ∈ C(V )× \ OP . We can write f = g/h, with g, h ∈ OP
6. By the above, we can write

g = uπkP , h = vπ`P , where u, v ∈ O×
P . moreover, since f /∈ OP , k < ` . So we have that1

f = π`−kP
v
u ∈ OPFor such f , define νP (f ) = −νP (1/f ). The fact that ν is a homomorphism is clear from definitions.

Definition 6.8 (valuation)The homomorphism νP : C(V )× → Z is called the valuation at P .
Corollary 6.9. Let V be an irreducible curve, P ∈ V smooth, f ∈ C(V ). Then at least one of f , f−1 isregular at P .

Proof. At least one of νP (f ), νP (1/f ) = −νP (f ) is nonnegative.
Corollary 6.10. Let V be a smooth curve. Then any rational map φ : V 99K Pm is a morphism.

Proof. By reordering coordinates, we can assume wlog that φ(V ) is not contained in {X0 = 0}. So we canwrite
φ = (G0 : · · · : Gm) = (1 : g1 : · · · : gm) where gj = Gj

G0 ∈ C(V )
6This is obvious in the affine case, and in the projective case, we can assume wlog that P is in {X0 6= 0}. Then we can write f = G/H ,where G,H ∈ C[X] are homogeneous polynomials of degree d. Then f = (G/Xd0 )/(H/Xd0 ) is a ratio of elements of OP .
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If all gj ∈ OP , then we are done. Otherwise, let t = minj {νP (gj )}. Now notice that minj {νP (π−t
P gj )} = 0.Therefore,

φ = (π−t
P : π−t

P g1 : · · · : π−t
P gm)is regular at P .

6.2 Degree and ramification

Proposition 6.11. Let φ : V → W be a nonconstant morphism of irreducible, possibly singular curves.Then
(i) for all Q ∈ W , φ−1(Q) is finite,(ii) the map φ induces an inclusion of function fields φ∗ : C(W ) ↪→ C(V ) which makes C(V ) a finiteextension of C(W ).

Proof. (i) φ−1(Q) is a closed subvariety of V , and as φ is not constant, it is not all of V . Hence it must be afinite set of points.(ii) Since dim(V ) > 0, V is infinite. So by (i), φ(V ) is also infinite. Thus, it is a dense subset of W .Therefore, φ is dominant, so φ∗ : C(W ) → C(V ) is well defined and injective. Let t ∈ C(W ) \ C, and set
x = φ(t). Since C(V )/C is finitely generated, and finite over the degree 1 transcendental extension C(X )/C, itmust also be finite over the intermediate extension φ∗(C(W )).

Definition 6.12 (degree)Let φ : V → W be a non constant morphism of irreducible curves. Then the degree of φ is
deg(φ) = [C(V ) : φ∗C(W )]

Definition 6.13 (ramification degree)Suppose P ∈ V ,Q = φ(P) ∈ W are smooth points. Define the ramification degree of φ : V → W at Pto be
eP = e(φ, P) = νP (φ∗πQ)where πQ is any local parameter for W at Q.

Definition 6.14 (quasiprojective variety)A quasiprojective variety U is a Zariski open subset of a projective variety V ⊆ Pn.
We can define irreducibility, rational functions, rational maps and morphisms for quasiprojective varietiesin the same way as for projective varieties.

Proposition 6.15. The projection mapa Pn × Am → Am is a closed map.
aWhere we consider Pn × Am ⊆ Pn × Pm is a quasiprojective variety, and the topology on Pn × Pm is the one coming from theSegre embedding.

Proof. Omitted.
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Proposition 6.16. Let φ : V → W be a morphism of quasiprojective varieties, and suppose V is projetcive.Then φ is closed.
Proof. First of all, we can factorise φ as

V Γφ = {(P, φ(P) | P ∈ V } WNow notice that the diagonal ∆ ⊆ W ×W is closed7. Then Γφ = (φ × id)−1(∆) is a closed set8Since V ⊆ Pn is closed, suffices to show Pn × W → W is a closed map. Moreover, if W is covered byaffines Ui, it suffices to show that Pn × Ui → Ui is closed. But now notice that each Ui is a closed subset of
Am, and the result follows from the previous proposition.

Corollary 6.17. Let φ : V → W be a non constant morphism between irreducible projective, not necessarilysmooth, curves. Then φ is surjective.
Proof. im(φ) is a closed subvariety, and it is not a point, so it must be all of W .

Theorem 6.18 (finiteness theorem for curves). Suppose V ,W smooth projective curves, φ : V → W amorphism, then for any Q ∈ W ,
deg(φ) = ∑

P∈φ−1(Q) ePFurthermore, for all but finitely many P ∈ V , we have eP = 1.
Proof. Omitted9.

Corollary 6.19. Let V be a smooth projective irreducible curve, f ∈ C(V )×. Then
(i) if f is regular for all P ∈ V , then f is constant,(ii) the set of P such that νP (f ) 6= 0 is finite, and ∑P∈V νP (f ) = 0.

Proof. Consider the morphism φ : V → P1 given by
φ = (1 : f )Now φ(P) = (0 : 1) if and only if f is not regular at P . Therefore, if f is regular at all P , then it can’t besurjective, so it must be constant.(ii) We can assume wlog that f is non constant. Let t = X1/X0. This is a local coordinate at the point0 = (1 : 0) ∈ P1. Now notice that φ∗(t) = t ◦ φ = f . Therefore, if f (P) = 0, then eP = νP (φ∗(t)) = νP (f ).Similarly, 1/t = X0/X1 is a local parameter near ∞ = (0 : 1) ∈ P1, and if f (P) = ∞, then

eP = νP (φ∗(1/t)) = −νP (f )Finally, if φ(P) 6= 0,∞, then νP (f ) = 0, so by the finiteness theorem,
deg(φ) = ∑

P∈φ−1(p) νP (f ) = −
∑

P∈φ−1(∞) νP (f )
and the result follows.Morally, the number of zeros and poles of a rational function are the same, and most points are neither.

7Recall W ×W has the topology from the Segre map, not the product topology8In the ambient Pn × Pm .9In Dhruv’s notes he says that we prove the “Furthermore ...” sentence later on. One way would be to derive this as a corollary toRiemann-Hurwitz, but as the proof of Riemann-Roch is omitted, it’s not clear that this is not circular.On the other hand we prove this theorem in the Riemann surfaces setting, called the valency theorem.
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7 Divisors
From now on, curve = “smooth projective irreducible curve”
7.1 Divisors

Definition 7.1 (divisor)Let V be a curve, then the set of divisors on V is
Div(V ) = ⊕

P∈C

Z · [P ]
where a divisor D ∈ Div(V ) is a finite integer linear combination ∑nP [P ].

Definition 7.2 (degree of a divisor)The degree of a divisor D = ∑nP [P ] is
deg(D) = ∑nP ∈ Zdeg : Div(V ) → Z is a homomorphism, and we write
Div0(V ) = ker(deg)for the degree zero divisors.

Definition 7.3 (valuation of a divisor)If D = ∑nP [P ], we write νP (D) = nP .
Definition 7.4 (rational functions poles bounded by D)Let D be a divisor on a curve V . Then the space of rational functions with poles bounded by D is

L(D) = {f ∈ C(V ) | ∀P ∈ V , νP (f ) + νP (D) ≥ 0}

That is, if nP ≥ 0, then f has a pole of order at most nP at P . If nP < 0, then f has a zero of order at least
|nP | at P .

Definition 7.5 (divisor of a function)Let f ∈ C(V )× be a nonzero rational function. The divisor of f is
div(f ) = ∑

P∈V

νP (f )[P ]
Divisors of this form are called principal divisors. We write Prin(V ) for the set of principal divisors.

Proposition 7.6. Prin(V ) is a subgroup of Div0(V ).
Proof. deg(div(f )) = ∑

P∈V

νP (f ) = 0
by the finiteness theorem. Furthermore, div(f ) + div(g) = div(fg), so it is a subgroup.
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Definition 7.7 (class group)The class group of V is
Cl(V ) = Div(V )Prin(V )

Definition 7.8 (linearly equivalent)Divisors D and D′ are linearly equivalent if D − D′ ∈ Prin(V ). That is, they give the same class in theclass group.
Definition 7.9 (hyperplane section)Let V ⊆ Pn be a curve, L be a homogeneous linear function, V 6⊆ V(L). Then the hyperplane section of Vby V(L) is

div(L) = ∑
P∈V

nP [P ] where nP = νP
(
L
Xi

) for i such that Xi(P) 6= 0

Proposition 7.10. The hyperplane section is well defined. That is, it does not depend on i. Furthermore,all nP ≥ 0.
Proof. If Xi(P), Xj (P) 6= 0, then

νP
(
L
Xi

)
− νP

(
L
Xj

) = νP
(
Xj
Xi

) = 0
Furthermore, L/Xi ∈ OP , so ν(L/Xi) ≥ 0.

Proposition 7.11. Let V be a curve, L, L′ linear homogeneous polynomials, neither vanishing on all of V .Then
div(L) − div(L) = div(L/L′)In particular, div(L) and div(L′) are linearly equivalent, so deg(div(L)) = deg(div(L′)).

Proof. By definition.
Definition 7.12 (degree of a curve)Let V ⊆ Pn be a curve. Then the degree of V is

deg(V ) = deg(div(L))for any L with V 6⊆ V(L).
Definition 7.13 (effective divisor)A divisor D = ∑nP [P ] is effective if nP ≥ 0 for all P . Wr write this as D ≥ 0.
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Proposition 7.14.
L(D) = {f ∈ C(V ) | f = 0 or div(f ) + D ≥ 0}

Proof. By definitions.
Proposition 7.15. L(D) is a complex vector space.

Proof. If f , g are nonzero rational functions, then νP (f + g) ≥ min {νP (f ), νP (g)}, so L(D) is closed underaddition. It is clearly closed under scalar multiplication.
Notation 7.16. We write `(D) = dim(L(D)).
Proposition 7.17. Let D be a divisor on V . Then

(i) if deg(D) < 0, then L(D) = 0,(ii) if deg(D) ≥ 0, then `(D) ≤ deg(D) + 1,(iii) for any P ∈ V , `(D) ≤ `(D − [P ]) + 1.
In particular, L(D) is always finite dimensional.

Proof. (i) If L(D) 6= 0, then for 0 6= f ∈ L(D), E = div(f )+D ≥ 0. But then this means that deg(D) = deg(E ) ≥ 0.(iii) Let n = νP (D). Then define evP : L(D) → C by evP (f ) = (πnP f )(P). This is a linear map, and the kernel is
L(D − P). Hence by rank nullity, `(D − P) ≥ `(D) − 1. (ii) If d = deg(D) ≥ 0, we see that

`(D) ≤ `(D − (d + 1)[P ]) + d + 1 = d + 1since deg(D − (d + 1)[P ]) < 0, so `(D − (d + 1)[P ]) = 0.
Proposition 7.18. If D,E are linearly equivalent divisors on a curve, then `(D) = `(E ).

Proof. Say D − E = div(g). Then f 7→ fg defines a linear map L(E ) → L(D), and f 7→ f /g defines the inversemap.
7.2 Bezout’s theorem

Definition 7.19 (hypersurface section of a morphism)Suppose φ : V → Pn any non constant morphism, G homogeneous of degree m, with im(φ) 6⊆ V(G). Thendefine
div(G) = ∑

P∈V

nP [P ] where np = νP
(
φ∗(G)
Xm
i

) where Xi(P) 6= 0

Theorem 7.20 (weak Bezout). Let V ,W ⊆ P2 be distinct smooth projective irreducible curves of degree
m, n respectively. Then

|V ∩W | ≤ mn
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Proof. Suppose V = V(F ),W = V(G) where F,G are homogeneous polynomials of degree m, n respectively.We can replace G by any other homogeneous polynomial of degree m, since it will give a linearly equivalentdivisor. Let ι : V → P2 be the inclusion map. Replacing G with Ln, where L is linear homogeneous, we see that
|V(L) ∩ V | ≤ m = deg(V )and
div(ι∗(G)) = ∑

P∈V∩V(G)nP [P ]
But div(ι∗G) = ndiv(ι∗L) = ndiv(L), so deg(div(ι∗G)) = n deg(div(L)) = mn. Furthermore, nP > 0 if and onlyif G vanishes at P .

7.3 DifferentialsLet K/C be a field extension.
Definition 7.21 (differential)The space of differentials is

ΩK/C = M
N = spanK {δx | x ∈ K}spanK {δ(x + y) − (δx + δy), δ(xy) − (xδy+ yδx), δa | x, y ∈ K, a ∈ C}

and define the differential of x ∈ K to be dx = δx mod N .
Proposition 7.22. d(x + y) = dx + dy, d(xy) = xdy+ ydx , da = 0.
Definition 7.23 (exterior derivative)The map d : K → ΩK/C is called the exterior derivative.
Notation 7.24. We will write ΩK = ΩK/C as we are fixing the base field to be C.
Definition 7.25 (derivation)Let U be a K -vector space. A C linear map D : K → U is called a derivation of D(xy) = xDy+ yDx .
Lemma 7.26 (universal properties of derivations). A linear map D : K → U is a derivation if and only ifthere exists a K -linear map λ : ΩK → U such that

K U

ΩK

d λ

D

commutes.
Lemma 7.27. For any derivation D, we have That
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D
(
x
y

) = yDx − xDy
y2

Proof. Expand Dx = D(y(x/y)) using Leibniz.
Lemma 7.28. Let f = C(X1, . . . , Xn) be a rational function, y = f (x1, . . . , xn). Then

dy = ∑
i

∂f
∂Xi

(x1, . . . , xn)dxi
In particular, if K = C(x1, . . . , xn), then ΩK is spanned by dx1, . . . , dxn.

Proof. Chain rule from calculus.
Theorem 7.29. Let K/C(t) be finite, where t is trasncendental over C. Then ΩK is a 1-dimensional
K -vector space, spanned by dt .

Proof. First we consider the case K = C(t). By the leamma, ΩK is spanned by dt , so we need to show dt 6= 0.By the universal property, suffices to show that a nonzero derivation exists. ddt : C(t) → C(t) works.In the general case, let K0 = C(t), K = K0(α). Let h ∈ K0[X ] be the minimal polynomial of α . As h isminimal, h′(α) 6= 0. Therefore, by the lemma, dt, dα span ΩK .For f ∈ K0[X ], write Dtf = ∂f
∂t . Then by the chain rule, we have that

0 = d(h(α)) = (Dth)(α)dt + h′(α)dαSo ΩK is spanned by dt . Therefore, suffices to write sown a non-zero derivation K → K .First, define D : K0[X ] → K by
D(f ) = Dt (f ) if f ∈ K0 (1)
D(X ) = − (Dth)(α)

h′(α) (2)
D(Xn) = nαn−1D(X ) (3)

Then D(h) = 0, so D vanishes on hK0[X ] E K0[X ], so it gives us a derivation D : K → K , with Dt = 1.
7.4 Differentials on curves

Definition 7.30 (rational differentials)Let V be a curve, then define
ΩV = ΩC(V )/C

Definition 7.31 (regular)A differential ω ∈ ΩV is regular at P ∈ V if
ω = ∑

i
fidgi

where fi, gi ∈ OV ,P . Write ΩV ,P for the set of all regular differentials at P .
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Remark 7.32. ΩV ,P is not a vector subspace of ΩV .
Proposition 7.33. If ω ∈ ΩV , then πkPω ∈ ΩV ,P for k sufficiently large.

Proof. Let k be such that πkP f ∈ OV ,P and ` be such that π`Pg ∈ OV ,P . Then
πk+`+1
P fdg = (πkP f )(π`+1

P g)= (πkP f )(d(π`+1
P g

)
− (` + 1)π`PgdπP )= πkP f d(π`+1

P g
)

− (` + 1)(πkP f )(π`Pg)dπP ∈ ΩV ,P

Theorem 7.34. ΩV ,P is a free OV ,P-module, generated by dπP , where πP is a local coordinate at p. Thatis,
ΩV ,P = {fdπP | f ∈ OV ,P}

Proof. Clearly we have that OPdπP ⊆ ΩV ,P . Now given f ∈ OP , we can write it as
f = f (P) + πPg ∈ OP = C + mPThen by the Leibniz rule, we have that

df = gdπP + πPdg ∈ OPdπP + πPΩV ,PIf we apply Nakayama’s lemma, with R = OP , J = mP ,M = ΩV ,P , N = OPdπP , we get that ΩV ,P = OPdπP .Therefore, all we need to check is that ΩV ,P is a finitely generated OP module. Choose an affine piece V0 ⊆ Anof V containing P , so C[V0] = C[x1, . . . , xn], where the xi generate C[V0] as a C-algebra. Now for f ∈ OP ,then f = g/h for polynomials g, h with h(P) 6= 0. Then by the quotient rule,
df = ∑ h ∂g

∂Xi − g ∂h
∂Xi

h2 (x)dxiSince h(P) 6= 0, the coefficient of dxi is in OP . Therefore dx1, . . . , dxn generate ΩV ,P as a OP module.
Corollary 7.35. If πP , π′

P are local parameters at P , then dπ′
P = udπP , where u ∈ O×

V ,P .
Proof. Write dπ′

P = udπP , dπP = vdπ′
P , then uv = 1.

Corollary 7.36. Any ω ∈ ΩV can be written as ω = fdπP for some f ∈ C(V ).
Proof. Let k be such that πkPω ∈ ΩV ,P . Then we have that πkPω = gdπP for some g ∈ OV ,P . So ω =
π−k
P gdπP .
Definition 7.37 (valuation of a differential)If ω ∈ ΩV , P ∈ V , define

νP (ω) = νP (f )
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where ω = fdπPa.
aDifferent choices of local parameters will give f which differ by a unit, so the valuation is the same.

Proposition 7.38. νP (ω) ≥ 0 if and only of ω is regular at P .
Lemma 7.39. Let ω ∈ ΩV be a nonzero differential on a curve V . Then νP (ω) = 0 for all but finitelymany P ∈ V .

Proof. νP (f ) = 0 for all but finitely many P10.
Definition 7.40 (divisor)The divisor of ω ∈ ΩV is

div(ω) = ∑
P∈V

νP (ω)[P ]

Proposition 7.41. If ω,ω′ are nonzero differentials on V , then div(ω) − div(ω′) is principal.
Proof. Since ΩV is a 1-dimensional C(V ) vector space, ω = fω′ for some f ∈ C(V ). Then div(ω) = div(f ) +div(ω′).

Definition 7.42 (canonical class)The class of div(ω) in Cl(V ) for any nonzero ω ∈ ΩV is called the canonical class. We also call D = div(ω)a canonical divisor.
Definition 7.43 (genus)Let V be a curve, KV a canonical divisor of V . Then the genus of V is

g(V ) = `(KV )where KV is any canonical divisor on V .
Theorem 7.44. Let V = V(F ) ⊆ P2 be a plane curve of degree d ≥ 3. Then KV = (d − 3)H , where H isthe divisor of a hyperplane section.

Proof. Step 1: Choosing an appropriate differential. By a change of coordinates, wlog (0 : 1 : 0) /∈ V . Let
x = X1/X0, y = X2/X0 ∈ C(V ). Let f (X, Y ) = F (1, X , Y ), then f (x, y) = 0 in C(V ). Differentiating this, we get

∂f
∂X (x, y)dx + ∂f

∂Y (x, y)dy = 0in ΩV . We will consider the differential
ω = dx

∂f
∂Y (x, y) = − dy

∂f
∂X (x, y)

10Dhruv’s notes proves it for general fdg, but we don’t need to since we already know that ω = fdπP for some f .
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Then suffices to show that div(Ω) = (d − 3)div(X0).
Step 2: Calculating in an affine patch. Here, we identify U0 = A2. Let P ∈ V ∩ A2. If ∂f

∂Y (P) 6= 0, then
x − x(P) is a local parameter at P , so

νP (ω) = νP

( 1
∂f
∂y (P)

) = 0
Otherwise ∂f

∂X (P) 6= 0, so y− y(P) is a local parameter, and we also have νP (ω) = 0.
Step 3: Calculation at infinity11. Since we assumed that (0 : 1 : 0) /∈ V , any point on V at infinity mustbe in {X2 6= 0}. On this open set, we can reparametrize the curve by g(z, w) = 0, where

z = X0
X2 = 1

y, w = X1
X2 = x

y and g(Z,W ) = F (Z,W , 1)
Now consider the differential

η = dz
∂g
∂Z (z, w) = − dw

∂g
∂W (z, w)The same argument as in step 2 shows that νP (η) = 0 for any P ∈ U2. But we have that f (X, Y ) =

Y dg(1/Y , X /Y ). Differentiating this,
∂f
∂X = Y d−1 ∂

∂g
(W )(1/Y , X /Y )

and so we have that12
ω = − dy

∂f
∂X (x, y) = z−2dz

yd−1( ∂g∂W (z, w)) = zd−3η
Therefore, if X2(P) 6= 0, then νP (ω) = (d − 3)νP (z) + νP (η) = (d − 3)νP (z). Since z = X0/X2, div(ω) =(d − 3)div(X0) as claimed.

Proposition 7.45. If f (x, y) = 0 is an affine equation for a smooth projective plane curve, with deg(f ) ≥ 3,then {
xrysdx

∂f
∂y

| 0 ≤ r + s ≤ d − 3}
is a basis for L(KV ) for the representative KV = (d − 3)H , where H is the hyperplane at infinity.

Proof. Non-examinable, omitted.
Corollary 7.46. If d, d′ ≥ 2 distinct integers, then no smooth plane curves of d, d′ respectively can beisomorphic.

8 Riemann-Roch

Theorem 8.1 (Riemann-Roch). Let V be a smooth projective irreducible curve, g = g(V ) and K = KV acanonical divisor. Then for any divisor D,
`(D) − `(K − D) = 1 − g+ deg(D)

Proof. Omitted.
11i.e. X0 = 012dy = −z−2dy so the sign is correct.
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Corollary 8.2. Let K be a canonical divisor on a curve V . Then deg(K ) = 2g− 2.
Proof. If we set D = K , we get `(D) = `(K ) = g and `(K − D) = `(0) = 1.

Corollary 8.3. A smooth projective plane curve of degree d has genus (d−1)(d−2)2 .
Proof. The degree of KV for a degree d plane curve with d ≥ 3 is (d − 3) deg(V ) = d(d − 3) = 2g − 2. Forthe d = 1, 2 cases, V ' P1 and we can compute that g(P1) = 0.

Corollary 8.4. If deg(D) > 2g− 2, then `(D) = 1 − g+ deg(D).
Proof. deg(K − D) < 0, so `(K − D) = 0.

Corollary 8.5. If g(V ) = 1, and deg(D) > 0, then `(D) = deg(D).
Proof. For V = P1, `(D) = deg(D) + 1, `(K ) = 1, result follows from Riemann-Roch.
8.1 Elliptic curves

Definition 8.6 (Elliptic curve)An elliptic curve is a pair E = (V , P0), where V is a genus 1 curve, P0 ∈ V .
Definition 8.7 (group law)Let P,Q ∈ E . By Riemann Roch, `(P + Q − P0) = 1. Therefore there is a unique effective divisor ofdegree 1, i.e. a point R such that P + Q − P0 ∼ R . We define

P +E Q = R

Theorem 8.8. (E,+E ) is an abelian group with identity element P0. Moreover, the map β : P 7→ [P−P0] ∈Cl0(E ) is an isomorphism between E and the group Cl0(E ) of degree zero divisor classes on E .
Proof. β is injective. Suppose β(P) = β(Q). Then P − P0 ∼ Q − P0. So P ∼ Q. However, `(P) = 1 byRiemann-Roch, so P = Q.

β is surjective. Say D has degree 0. `(D + P0) = 1, so there exists P such that D + P0 ∼ P . Hence[D] = β(P).
8.2 Riemann-Hurwitz

Proposition 8.9. Let φ : V → W be a morphism of curves, t ∈ C(W ) such that C(W )/C(t) is finite. Then
C(V )/φ∗C(t) is finite, and ΩV is generated by dφ∗(t).
Definition 8.10 (pullback of differentials)Let ω = fdt ∈ ΩW . Then define
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φ∗(ω) = φ∗(f )dφ∗(t)
Lemma 8.11. Let P ∈ V ,Q = φ(P) ∈ W , eP be the ramification degree of φ at P , and πP , πQ localparameters at P,Q respectively. Then

νP (φ∗(dπQ)) = eP − 1More generally,
νP (φ∗ω) = ePνQ(ω) + eP − 1

Proof. Write ω = uπnQdπQ , where u ∈ O×
V ,P . φ∗(u) is a unit, so we can ignore it. By definition of eP , we havethat φ∗(πQ) = v · πePP , where v is a unit. Finally, we have that

φ∗(dπQ) = d(φ∗(πQ)) = vePπeP−1
P dπPwhere the first equality comes from the definition of the pullback.

Theorem 8.12. Let φ : V → W be a morphism of curves, then
2g(V ) − 2 = deg(φ)(2g(W ) − 2) +∑

p∈V

(eP − 1)
Proof. Let ω ∈ ΩW be a nonzero differential. Then

2g(V ) − 2 = deg(div(φ∗(ω))) by Riemann-Roch= ∑
P∈V

νP (φ∗(ω)) by definition
= ∑

Q∈W

∑
P∈φ−1(Q) νP (φ∗ω)

= ∑
Q∈W

∼P∈φ−1(Q) (ePνQ(ω) + eP − 1) by lemma
= ∑

Q∈W

deg(φ)νQ(ω) + ∑
P∈φ−1(Q)(eP − 1)

= deg(φ) deg(div(ω)) + ∑
P∈V

(eP − 1)
= deg(φ)(2g(W ) − 2) + ∑

P∈V

(eP − 1)

8.3 Morphisms associated to divisors

Definition 8.13 (morphism associated to a divisor)Let V be a curve with `(D) = n + 1 ≥ 2. Let B = {f0, . . . , fn} be a basis for L(D). Then the morphismassociated to D with respect to B is
φD : (f0 : f1 : · · · : fn) : V → Pn
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We say that φD is an embedding if it is an isomorphism onto its image.
Notation 8.14. We say that a divisor D satisfies property (F)a if for every P,Q ∈ V , `(D − P − Q) = `(D) − 2.

aDhruv did not name this

Theorem 8.15. The morphism φD associated to D is an embedding if and only if (F) holds.
Proof. Omitted.

Corollary 8.16. Suppose D is a divisor of degree > 2g. Then φD is an embedding.
Proof. By Riemann-Roch, D satisfies (F).

Corollary 8.17. Every curve of genus g can be embedded into Pm for some m depending only on g.
Proof. Let m = `(2KV ) for g ≥ 3 and m = `(3KV ) for g = 2.

Definition 8.18 (hyperelliptic curve)A curve of genus g > 1 is hyperelliptic if there exists a degree 2 morphism V → P1.
Theorem 8.19. A curve of genus g ≥ 2 is hyperelliptic if and only if there exists a divisor D of V suchthat deg(D) = `(D) = 2.

Proof. Omitted.
Theorem 8.20. Suppose V is not hyperellipic. Then φKV : V → Pg−1 is an embedding.

Proof. Suppose φKV was not an embedding. Then KV does not satisfy (F). So there exists P,Q ∈ V suchthat `(KV − P − Q) ≥ g− 1. But by Riemann-Roch, `(P + Q) ≥ 2.
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