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The Abel-Jacobi theorem gives a homomorphism
E (k )→ Cl0(E ) = {degree 0 divisors}

{principal divisors}Given by P 7→ (P)− (0). In fact, by Riemann-Roch, this is an isomorphism.Abelian varieties are “higher dimensional analogues of an elliptic curve”. That is, they are a proper varietyover k which is a group. If X is an abelian variety, we will see:• X is projective and nonsingular,• X is commutative,• if k is algebraically closed, then X (k ) is divisible, with
X [n] ∼= (Z/nZ)2gwhere g = dim(X ), n invertible in k . If char(k ) = p > 0, then
X [pr ] = (Z/prZ)twith 0 ≤ t ≤ g.• and an analogue of the Abel-Jacobi theorem, there exists another abelian variety X̂ , with dim(X̂ ) = g,called the dual abelian variety, and an isomorphism

X̂ (k ) ∼= Pic0(X ) ⊆ Pic(X )where Pic(X ) is the group of isomorphism classes of line bundles on X , which is in turn, isomorphic tothe divisor class group. Moreover, we have a morphism X → X̂ , which is surjective with finite kernel.Note that we don’t need to have X ∼= X̂ .In contrast to the one-dimensional case, we need a lot of algebraic geometry, especially the cohomologyof coherent sheaves to prove these. One reason is that unlike elliptic curves, we don’t have nice equations forthem.
Conventions for this course: Every ring will be commutative unital, and ring homomorphisms will be unital.If f : A → B is a ring homomorphism, we say B is an A-algebra. We’ll write ab for f (a)b. An A-module is

finite if it is finitely generated. An A-algebra B is finite if it is finite as an A-module, and it is of finite type ifit is finitely generated as an A-algebra.A family (xi)i∈I of elements of a set S is just xi ∈ S , indexed by a set I . This is the same as a function
I → S . We’ll write #S for the size of a set S , ⊂ and ⊆ will be used interchangably. Finally,

N = {0, 1, . . . }
1 Kähler differentials
Let φ : A → B be a ring homomorphism. We’ll define a B-module ΩB/A , which is the module of (Kähler)differentials, with an additive map d = dB/A : B → ΩB/A , such thatd(b1b2) = b1db2 + b2db1da = d(φ(a)) = 0 for all a ∈ AIn particular, d is an A-linear map.

Definition 1.1We define ΩB/A = P/Q, where
P = free B-module on symbols [b] for b ∈ B
Q = submodule generated by [a], [b1 + b2]− [b1]− [b2], [b1b2]− b1[b2]− b2[b1]

and db = [b] mod Q
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An A-derivation of B into a B-module M is an additive map D : B → M , such that
D(A) = 0D(b1b2) = b1D(b2) + b2D(b1)We will write DerA(B,M) for the set of A-derivations B → M . This is a B-module, with (b′D)(b) = b′D(b).Moreover, DerA(B, ·) is a functor. That is, if we have a B-module homomorphism f : M → M ′, then we have amap Der(A,M)→ Der(A,M ′)given by D 7→ f ◦ D. In particular, (ΩB/A, dB/A) is the universal derivation.

Proposition 1.2. Suppose M is a B-module, then there is an isomorphism of B-modules,
HomB(ΩB/A,M) ∼= DerA(B,M)

ψ 7→ ψ ◦ dB/A
Proof. The fact that it is a B-module homomorphism is trivial. Let D ∈ DerA(B,M). Set ψ̃ : P → M to be
B-linear, with ψ̃([b]) = D(b). Since D is a derivation, ψ̃(Q) = 0, so we have a map ψ : P/Q = ΩB/A →M , with
ψ ◦ d = D.On the other hand, if ψ ◦ d = 0, then ψ = 0 since ΩB/A is generated by the image of d. Lecture 2Another characterisation of ΩB/A is as follows. Consider the map µ : B⊗AB → B, given by µ(b1⊗b2) = b1b2.In particular, µ is a B-algebra homomorphism, for each of the B-algebra structues on B ⊗A B. Let J = ker(µ).Then J/J2 is a B ⊗A B-module, killed by J , so it is a B-module. In particular, all of the B-module structures onit agree.Let

d′ : B → J/J2
b 7→ (1⊗ b − b ⊗ 1) mod J2

Then d′ is an A-derivation. To see this,
d′(a) = 1⊗ a − a ⊗ 1 = 0

for all a ∈ A. Next,
b1d′(b2) = (b1 ⊗ 1)(1⊗ b2 − b2 ⊗ 1) mod J2= b1 ⊗ b2 − b1b2 ⊗ 1 mod J2

and by symmetry,
b2d′(b1) = 1⊗ b1b2 − b1 ⊗ b2 mod J2Adding these together gives the Leibniz rule. By the universal property, there exists a unique B-linear map

ψ : ΩB/A → J/J2, such that ψ ◦ d = d′.
Proposition 1.3. ψ is an isomorphism.
So we could have defined (ΩB/A, d) as (J/J2, d′) instead.

Proof. Consider the map
φ : B ⊗A B → ΩB/A

φ(b1 ⊗ b2) = b1 d(b2)Now
J = {∑bi ⊗ b′i

∣∣ ∑bib′i = 0}
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We claim that J is generated (as a B-module) by elements of the form 1⊗ b − b ⊗ 1. To see this,∑
bi ⊗ b′i =∑(bi ⊗ 1)(1⊗ b′i − b′i ⊗ 1) +∑bib′i ⊗ 1and the last term is zero. So it is a B-module under the b ⊗ 1 action. Now

φ((1⊗ b − b ⊗ 1)(1⊗ b′ − b′ ⊗ 1)) = 0and so φ vanishes on J2, and it factors through (B⊗AB)/J2. It remains to check that φ◦ψ = id and ψ◦φ|J/J2 = id.We leave this as an exercise.
Remark 1.4. Let C = (B ⊗A B)/J2 , then we have

B B ⊗A A C

B

∼=
µid

This gives us an isomorphism of B = B ⊗A A-algebras,
B ⊕ J/J2 ∼= C

The ring structure on the left hand side is given by
(b, f ) · (b′, f ′) = (bb′, bf ′ + b′f )

From the definition, any commutative square of rings
B B′

A A′induces a map ΩB/A → ΩB′/A′which is B-linear, commuting with d. Moreover, this is transitive for B → B′ → B′′.
Proposition 1.5. (i) If B′ = B ⊗A A′, then

ΩB/A ⊗A A′ ∼= ΩB/A ⊗B B′ ∼= ΩB′/A′

(ii) if A = A′, and B′ = S−1B is a localisation of B, then
ΩS−1B/A = S−1ΩB/A

Proof. Exercise.
Example 1.6If B = A[t1, . . . , tn] is the polynomial algebra, then

ΩB/A = ⊕ni=1Bdti
is free. To see this,

B ⊗A B = A[{ti ⊗ 1, 1⊗ tj}] = A[{ti ⊗ 1, zi}] = B[{zi}]where zi = 1⊗ ti − ti ⊗ 1. Using this, the map µ : B ⊗A B → B is just zi 7→ 0 and the identity map on B.So we have that
J = ⟨z1, . . . , zn⟩and
J2 = 〈zizj〉
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Thus, J/J2 is the free module ⊕
i
B · (zi mod J2)

But zi mod J2 is just d′(zi) = dti.
We have two exact sequences for Ω:

Proposition 1.7 (transitivity). if A → B → C are ring homomorphisms, then
ΩB/A ⊗B C ΩC/A ΩC/B 0

is exact.
Proposition 1.8 (second exact sequence). If A → B ↠ C are ring homomorphisms, with say C = B/I ,then

I/I2 ΩB/A ⊗ C ΩC/A 0
is exact, where f mod I2 7→ df ⊗ 1. This is an exact sequence of C-modules.
Proof of both have been left as exercises.

Corollary 1.9. If B = A[{xi}], and C = B/
〈
{fj}

〉, then
ΩC/A = ⊕

i Cdxi∑
CdfjIn this case, dfj =∑

i

∂fj
∂xi

dxi
1.1 SheafificationLet f : X → Y be a morphism of schemes. We would like to define a quasicoherent OX -module ΩX/Y , and amap d : OX → ΩX/Ywhich is f−1OY -linear, and satisfies the Leibniz rule for sections. This is called the sheaf of relative differentials,or the cotangent sheaf. There are two constructions, let’s see the ‘dirty’ one first.If we have open affines U = Spec(B) ⊆ X , V = Spec(A) ⊆ Y , with f (U) ⊆ V , then we can define

ΩX/Y |U = Ω̃B/Awhere Ω̃B/A is the quasicoherent OU-module attached to the B-module ΩB/A . The map d is induced by
OX (U) ΩX/Y (U)
B ΩB/Ad
∼= ∼=

d

Functoriality means that we can glue to get a quasicoherent sheaf on X . We will omit the details.For the second construction, consider the diagonal map ∆ : X → X ×Y X . This map is an immersion, andso it factors as
X X ×Y X

U
closed open

5



Let i : X ↪→ U be the closed immersion. DefineΩX/Y = i∗
(
IX/U /I2

X/U
)

where IX/U is the ideal sheaf. When X = Spec(B) and Y = Spec(A), this is just Ω̃B/A . Lecture 3Note that we also have that ΩX/Y = i∗IX/U , since
i∗IX/U = OX ⊗ i−1IX/U = i−1(OU /IX/U )⊗ i−1IX/UIf X → Y is separated, then we can take U = X ×Y X .We will define d : OX → ΩX/Y by: if we have open affines V = Spec(B) ⊆ X , U = Spec(A) ⊆ Y , with

f (V ) ⊆ U , then d : OX (V ) = B → ΩB/A = ΩX/Y (V )is defined. Moreover, this is compatible with restriction to smaller open affines. The set of open affinesSpec(B) ⊆ X such that the image is contained in an open affine in Y , forms a basis for the topology on X .Thus, this extends to a map of sheaves.Amusing fact: There exists an immersion X ↪→ Z (i.e. a closed immersion then an open immersion), whichcannot be factored as an open immersion, then a closed immersion.We can rewrite the exact sequences, in the setting of sheaves.• if we have morphisms of schemes f : X → Y , g : Y → S , then we have
f ∗ΩY /S ΩX/S ΩX/Y 0

• If Z ↪→ X is a closed immersion, with ideal sheaf I , and f : X → Y a morphism of sheaves, then we havethe exact sequence
I/I2 i∗ΩX/Y ΩZ/Y 0

By construction, ΩX/Y is quasicoherent.
Proposition 1.10. If f : X → Y is of finite type, and X and Y are Noetherian, then ΩX/Y is coherenta.

ai.e. affine locally it is the sheaf associated to a finite module.
Proof. Locally, we can cover X with Spec(B), such that f (Spec(B)) ⊆ Spec(A), and this makes B a finite type
A-algebra. That is,

B = A[t1, . . . , tm]
Iwhere I = ⟨f1, . . . , fn⟩. The second exact sequence is

I/I2 ΩA[t]/A ⊗A[t] B ΩB/A 0
But note that ΩA[t]/A ⊗A[t] B =⊕

i
Bdti

and so ΩB/A is a finite B-module, and so ΩX/Y is coherent.For field extensions, Ω tells us whether the extension is separable.
Example 1.11Let L/K be a finite field extension. Then L/K is separable if and only if ΩL/K = 0. To see this, factor theextension as K ⊆ K1 ⊆ L, with K1/K separable, and L/K1 purely inseparable. That is, K1 is the set of allelements of L which is separable over K .By the primitive element theorem, K1 = K (α) = K [t]/ ⟨g⟩, where g ∈ K [t] is irreducible, g(α) = 0 and
g′(α) ̸= 0. So ΩK1/K = K1dα

K1g′(α)dαby corollary 1.9. But this is zero as g′(α) ̸= 0. In this case, transitivity gives us ΩL/K = ΩL/K1 . If L = K1,
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i.e. L/K is separable, then ΩL/K1 = 0.Conversely, if L/K is inseparable, then there exists K2 with K1 ⊆ K2 ⊆ L, such that L = K2(β) =
K2[t]/ ⟨tp − b⟩, with p = char(K ) > 0, b ∈ K2 is not a p-th power. In this case.

ΩL/K2 = Ldβ
since in this case, ddt (tp − b) = 0. Thus, by transitivity again, ΩL/K ̸= 0.

1.2 Tangent and cotangent spacesLet X be a k-scheme, locally of finite type. That is, X has an open cover by affines Spec(A), where A is a finitetype k-algebra. Let |X | denote the set of closed points of X . If x ∈ |X|, then the residue field at k ,
κ(x) = OX,x /mxis a finite extension of k . Define ΩX/k (x) = ΩX/k,x ⊗OX,x κ(x)This is a finite dimensional κ(x) vector space. This follows from the fact that ΩX/k is coherent. We call this the

cotangent space of X at x .The corresponding tangent space is
TX,x = Homκ(x)(ΩX/k (x), κ(x))

Proposition 1.12. If κ(x) = k , then there exists a canonical isomorphism
ΩX/k (x) ∼= mx /m2

xof k-vector spaces.
Proof. In this case, ΩX/k (x) = ΩOX,x /k ⊗OX,x kThe second exact sequence gives us that

mx /m2
x ΩOX,x /k ⊗ k Ωk/k = 0 0

It suffices to show that the first map is injective, which in turn, means that it suffices to show that the dual
HomOX,x /k (ΩOX,x /k , k )→ Homk (mx /m2

x , k )is surjective. The left hand side can be identified with
Derk (ΩX,x , k )and so the map is given by D 7→ (

f + m2
x 7→ D(f ) mod m

)
Since D(m2

x ) = 0 by Leibniz. As OX,x /mx = k ↪→ OX,x , we must have that
OX,x /m2 = k ⊕mx /m2

xas k-vector spaces. Let π : OX,x /m2
x → mx /m2

x be the projection. For φ : mx /m2
x → k , the map D = φ ◦ π is aderivation which maps to φ.To show that it is a derivation, recall the ring structure on k ⊕mx /m2

x from before. In particular,
(a, b)(a′, b′) = (aa′, ab′ + a′b)

Lecture 4
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Remark 1.13. THe statement holds more generally, if κ(x) is separable over k .
This leads to a “geometric” interpretation of the tangent space.

Proposition 1.14. Let x ∈ |X|, X locally of finite type over k , and suppose κ(x) = k . Then
TX,x ∼= {morphisms of k-schemes Spec( k [ε]⟨ε2⟩

)
→ X whose image is X}

The ring k [ε]/ 〈ε2〉 is called the ring of dual numbers, and Spec(k [ε]/ 〈ε2〉) = {⟨ε⟩}. The map Spec(k ) →Spec(k [ε]/ 〈ε2〉) is given by sending ε to 0. This is a closed immersion.Morally, Spec(k [ε]/ 〈ε2〉) is “a point with a direction”.
Proof. Giving such a morphism is equivalent to giving a local homomorphism

φ : OX,x → k [ε]
⟨ε2⟩

of k-algebras. But OX,x = k ⊕ mx , since k is the residue field. So φ is determined by its restriction to m,which is a k-linear map mx → kε ⊆ k [ε]/ 〈ε2〉 (as it is a local map).Since ε2 = 0, φ is zero on m2
x . So it is a k-linear map

mx /m2
x → kε ∼= k

So the set of such morphisms is isomorphic to
Homk (mx /m2

x , k ) ∼= Homk (ΩX/k (x), k ) = TX,x
As above, this is also true when κ(x)/k is separable.Aside: In the proofs of the above, we used the fact that if κ(x) = k , then

OX,x = k ⊕mx

If κ(x) ̸= k , in general, OX,x will not be a κ(x)-algebra. But it is the case (at least) when κ(x)/k is separable.But
OX,x
m2
x

∼= κ(x)⊕ mx

m2
xThat is, there is a field inside OX,x /m2

x , which maps isomorphically onto κ(x). The proof is just Hensel’s lemma,write κ(x) = k (α), with g(α) = 0. Lift g(α) to a solution of g(t) ≡ 0 mod m2.As an example, let X = AQ1 = Spec(Q[t]), and let x = 〈t2 + 1〉 ∈ X . Then κ(x) = Q(i). But Q(i) can’t be asubfield of the local ring
OX,x ⊆ Q(t)But the completion lim←−

n

OX,x
mn
xdoes contain a copy of κ(x).

1.3 Nonsingular varietiesLet X be an integral scheme of finite type over a field k . Let d = dim(X ).We say that X is smooth over k if ΩX/k is locally free of rank d. If k is algebraically closed, then this isequivalent to the other conditions:
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Theorem 1.15. Suppose X is an integral scheme of dimension d, and of finite type over an algebraicallyclosed field k . Then the following are equivalent.(i) X is smooth over k ,(ii) for all x ∈ |X|, dimk (TX,x ) = d,(iii) for all x ∈ |X|, the local ring OX,x is regulara (of dimension d).
aA Noetherian local domain R of dimension d is regular if it’s maximal ideal m can be generated by d elements.

Proof. We know dimk (TX,x ) = dimk (mx /m2
x ).To show (ii) and (iii) are equivalent, note that

mx /m2
x = mx ⊗OX,x kand mx is a finite OX -module. Nakayama’s lemma implies that if t1, . . . , tn ∈ mx , then mx = ⟨t1, . . . , tn⟩ if andonly if ti + m2

x generate mx /m2
x as a k-vector space.To show (i) implies (ii), TX,x = Homk (ΩX/k (x), k )this has dimension d as ΩX/k is locally free of rank d. For (ii) implies (i), let K be the function field1 of X . Nowas k is algebraically closed, K is a finite separable extension of K0 = k (t1, . . . , td), for ti ∈ K algebraicallyindependent over k . Hence ΩK/k = ΩK0/K ⊗K0 Kand so ΩK0/k =⊕

i
K0dti

Thus, dimK (ΩK/k ) = d. But ΩK/k = ΩX/k,η

Lemma 1.16. Let X be as above.(i) F a coherent sheaf OX -module, such that for all closed points x ∈ |X|, dimk (Fx⊗OX,x k ) is the sameas dimk (Fη) = n, then F is locally free.(ii) In general, there exists a non-empty open subscheme U ⊆ X , such that for all x ∈ |X|, Fx is free ifand only if x ∈ U .
Remark 1.17. There are two notions of locally free for any A-module M . The first is that Mp is free for all p ∈ Spec(A).The second is that M̃ is a locally free sheaf on Spec(A).These are not equivalent in general. For example, A = Z and

M = {mn
∣∣∣∣ n squarefree} ⊆ Q

Mp is free, but M̃ is not locally free.In the course, we will always use the second one. If A is Noetherian, and M is finite, then the two are equivalent.
Lecture 5

Proof of lemma. For both of these statements, we can assume that X = Spec(A) is affine, and F = M̃ , for afinite A-module M . K = Frac(A), so n = dimK (M ⊗A K ).Let m ∈ maxSpec(A) be a maximal ideal. By assumption,
n = dimK (M ⊗ (A/m))

1i.e. the local ring at the unique generic point.
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Choose t1, . . . , tn ∈ M , whose images in M/mM form a basis. Now consider the natural map2 An → M fromthis basis. By Nakayama, the localisation
Anm →Mmis surjective. So the map K n → M ⊗A K is surjective, so it is an isomorphism. Hence the above map is anisomorphism.We need to show that there exists a nonempty open U ⊆ Spec(A), such that the map
OnU → M̃|U

is an isomorphism. We know that the map An →M is injective, and has finite torsion cokernel N say, since itis an isomorphism after tensoring with K . Then the map
OnU → M̃|U

is an isomorphism for U = X \ V(Ann(N)). Now note that Ann(N) is non-zero, so U is non-empty. Moreover,Ann(M) ̸⊆ m, so m ∈ U .For (ii), choose ti ∈ M such that the map K n → M ⊗A K is an isomorphism. The corresponding map
An →M has finite torsion cokernel as above, and so at a maximal ideal m, we have an isomorphism Anm →Mmif and only if m /∈ V(Ann(coker(·))).

Remark 1.18. The theorem holds more generally, for k perfect. But it fails for general k . Let X = Spec(K ), where
K = k (t1/p), k = Fp(t). Here, ΩK/k = K (t) d(t1/p)is non-zero, but K is clearly regular (of dimension 0).Thus, over non-perfect fields, regular and smoothness are not equivalent.
Theorem 1.19. Let k be algebraically closed, X/k an integral scheme of finite type over k , then thereexists a maximal non-empty open U ⊆ X which is smooth over k .

Proof. As in the proof of (ii) implies (i) in the previous theorem, we know that
ΩX/k,η

∼= κ(X )d
The second part of the lemma says that there exists a non-empty open U , such that for all x ∈ |X|, x ∈ U ifand only if ΩX/k,x is free of rank d. But by the theorem, this is the same as

dimk (TX,x ) = d

1.4 Digression - some general (nice) properties of schemesLet X be a scheme. Recall:• X is quasicompact if X is a finite union of open affines.
Example 1.20 (non-example)Let X = A∞k = Spec(k [x1, x2, . . . ]), and U = X \ {0}. This is not quasicompact.

• X is separated if the diagonal map is closed. In this case, the intersection of open affines is an openaffine.
2i.e. (a1, . . . , an) 7→ a1t1 + · · ·+ antn .
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Example 1.21 (non-example)The bug-eyed plane is not separated.
• (for completeness) X is quasi-separated if the intersection of any two open affines is quasicompact.

Example 1.22 (non-example)Let X be the union of two copies of A∞k , glued on the complement of the origin.
Sometimes, people will say “X is qcqs”, to say X is quasicompact and quasiseparated.If f : X → Y is a morphism,• it is quasicompact, if for all open affines V ⊆ Y , f−1(V ) is quasicompact,• it is locally of finite type, if for all x ∈ X , there exists an open affine neighbourhoods x ∈ U = Spec(B),and f (U) ⊆ V = Spec(A), where B is a finite type A-algebra.• it is of finite type if it is quasicompact and locally of finite type.• (for completeness) it is locally of finite presentation if locally it is Spec(B) → Spec(A), where B is afinitely presented A-algebra. So

B = A[x1, . . . , xn]
⟨f1, . . . , fm⟩When A is Noetherian, this is the same as locally of finite type. That is, when Y is locally Noetherian.In this case, f is of finite presentation if moreover it is quasicompact and quasiseparated.

2 Flatness and related notions
Let A be a ring. An A-module M is flat over A if for every injection N → N ′ of A-modules, the correspondingmap M ⊗A N → M ⊗A N ′ is injective.We say that an A-algebra B is flat if it is flat as an A-module.

Proposition 2.1. Some facts:(i) A is flat over itself,(ii) any free module is flat, so vector spaces over a field are flat,(iii) M is flat if and only if for all ideals I ⊴ A, the map M ⊗A I → M is injective,(iv) M is flat if and only if for every short exact sequence
0 N1 N2 N3 0

The corresponding sequence
0 M ⊗A N1 M ⊗A N2 M ⊗A N3 0

is still exact. That is, M ⊗A · is an exact functor. Note that it is always exact except at M ⊗A N1.So tensoring is a right exact functor.(v) if M is A-flat, A → B is a ring homomorphism, then M⊗A B is B-flat. This follow from the fact that
(M ⊗A B)⊗B N = M ⊗A N

(vi) M is A-flat if and only if Mp is Ap-flat for all p ∈ Spec(A). This follows from the fact that A-modules are the same as quasicoherent sheaves on Spec(A), and exactness of sheaves is equivalentto exactness on stalks.
11



(vii) if A is a PID (or more generally, a Dedekind domain), then M is flat if and only if it is torsion-free.By the above, we can reduce to the case of Mp being Ap-flat. But Ap is (a field or) a discretevaluation ring. The result then follows from (iii), since in a DVR, I = ⟨πn⟩ for some n.(viii) Let A be Noetherian, M a finite A-module. Then the following are equivalent.• M is flat,• M is projective,• Mp is free over Ap for all p ∈ Spec(A),• M̃ is locally free. That is, there exists f1, . . . , fn ∈ A, such that ⟨f1, . . . , fn⟩ = A, and Mfi isfree over Afi for all i.So over a Noetherian ring, finite flat is the same as being finite and locally free.(ix) Since localisation is exact, it preserves flatness.
Lecture 6

Proposition 2.2. Let
· · · K n−1 K n K n+1 · · ·dn−1 dn

be a complex of A-modules. Now suppose we have an A-module M , then we have a natural map
Hn(K •, d•)⊗A M → Hn(K • ⊗A M, d• ⊗ id)

which is an isomorphism if M is flat.
Proof. The sequence 0 ker(dn) K n K n+1
is exact, so we get ker(dn)⊗A M → ker(dn ⊗ idM ) ⊆ K n ⊗A M (∗)and we have

K n−1 ker(dn) Hn(K •, d•) 0dn−1

which is also exact. So the rows of
K n−1 ⊗A M ker(dn)⊗A M Hn(K )⊗A M 0
K n−1 ⊗A M ker(dn ⊗A idM ) Hn(K ⊗A M) 0

(∗∗)
are exact. Hence we have an induced map Hn(K )⊗M → Hn(K ⊗M). If M is flat, then the map ker(dn)⊗AM →ker(dn ⊗A idM ) is an isomorphism. Hence by the five lemma, the map Hn(K ) ⊗A M → Hn(K ⊗A M) is anisomorphism.Returning to (algebraic) geometry: Let f : X → Y be a morphism of schemes. We say that f is flat if oneof the following (equivalent) conditions are satisfied:• locally, f is of the form Spec(B)→ Spec(A), where B is a flat A-algebra,• for all x ∈ X , OX,x is flat over OY ,f (x).More generally, a queasicoherent OX -module F is flat over Y if for all x ∈ X , Fx is a flat OY ,f (x)-module.

Example 2.3Open immersions are flat, since locally, they are isomorphisms. Closed immersions are in general, not flat.
12



Let X, Y be k-schemes. Then
X ×Spec(k ) Y → Yis flat. Morally, flatness is saying that “the fibres vary continuously”.See more in section in Hartshorne on flat morphisms, especially Example III.9.8.4, of a particular flat familyof curves.Fact: Let f : X → Y be a flat morphism of integral k-schemes of finite type. Then for all y ∈ Y , and everyirreducible component Z ⊆ f−1(y), dim(Z ) is independent of choice of y, Z , and is equal to dim(X )− dim(Y ).

Example 2.4Let Y = P2
k , and let X be the blowup of Y at a point y ∈ Y (k )a. Then for all y′ ̸= y, f−1(y′) is a point,as we have an isomorphism X \ f−1(y) ∼= Y \ {y}. But f−1(y) = P1

k . So f is not flat.
aY (k ) = HomSpec(k )(Spec(k ), Y ) is the set of k-points of Y .

As an example of blowup for A2, consider
{(x0, x1), (y0 : y1) | x0y1 = x1y0} ⊆ A2 × P1

and the projection onto the A2-factor. Away from the origin, the fibre is a line. At the origin, the fibre is a P1. Lecture 7One way to think about this is that fibre dimension is constant across a flat family.
Example 2.5Let Y = Spec(k [t]), and take X = Spec(k [x, y, t]/ ⟨xy − t⟩). We have a ring map k [t]→ k [x, y, t]/ ⟨xy − t⟩,so we have a scheme map X → Y .When a is non-zero, the fibre is the (smooth irreducible) conic xy = a. When a = 0, then we havethe singular curve xy = 0, and the fibre is reducible.If instead we considered X = Spec(k [x, y, t]/ 〈x2 − ty〉). When t = 0, we have x2 = 0, which is anon-reduced scheme.
We have the very useful result:

Theorem 2.6 ((a special case of) miracle flatness). Let X, Y be integral k-schemes of finite type andsmooth over k . Let f : X → Y be a morphism. Suppose that for all y ∈ Y , and for all irreduciblecomponents Z ⊆ f−1(y), dim(Z ) = dim(X )− dim(Y ). Then f is flat.
This is actually true under much weaker hypotheses on X . See Eisenbud Commutative Algebra for a proof.Fact: Let f : X → Y be flat, and locally of finite presentation (for example, if X, Y are Noetherian, then fjust has to be flat of finite type). Then f is an open map.Note that a finiteness condition is necessary, for example, if X = Spec(Q) ↪→ Spec(Z ) = Y , then this is flatbut not open.

3 Sheaf cohomology
In this section, we will assume (unless stated otherwise), all schemes are Noetherian and separated. Inparticular, they are quasicompact.
3.1 Homological algebraRecall a (cochain) complex of abelian groups (or R-modules, or sheaves) is a sequence of maps (A•, d)

A0 A1 · · ·d d
which may or may not be infinite, such that d2 = 0. Associated to a (cochain) complex is the cohomology, whichis Hp(A•) = ker(d : Ap → Ap+1)im(d : Ap−1 → Ap)

13



We write H∗(A•) =⊕
p

Hp(A•)
for the graded R-module. A morphism of complexes f : (A, d)→ (B, d) is a family of maps f p : Ap → Bp, suchthat df = fdThis induces homomorphisms Hp(f ) : Hp(A•)→ Hp(B•)Suppose 0 A• B• C • 0f g

is an exact sequence of complexes, then we have homomorphisms ∂ : Hp(C •)→ Hp+1(A•), such thats
0 H0(A) H0(B) H0(C ) H1(A) H1(B) · · ·

is exact.Suppose f , g : A → B are morphisms of chain complexes. They are homotopic if there exists maps
hp : Ap → Bp−1, such that dh+ hd = f − gIf f and g are homotopic, then they induce the same map on cohomology. In particular, if A = B, and
hp : Ap → Ap−1 are such that dh+ hd = idThen the identity and zero maps on cohomology are equal, so the cohomology is zero. If such an h exists, wesay that A is null-homotopic.

Example 3.1Let A be a cochain complex of abelian groups, n ≥ 0. Let Z[−n] be the complex which is Z in degree n,and zero otherwise. Then the set of morphisms Z[−n] → A is the same as the set of maps f : Z → An,with df = 0. But any such map is of the form f (k ) = kx for some x ∈ ker(d : Ap → Ap+1). Moreover, thehomotopy classes of such maps is the above quotiented by im(d : Ap−1 → Ap), i.e. Hn(A). So we obtainthe identification Hn(A) = {homotopy classes of morphisms Z[−n]→ A}

In general, we can have that H∗(A) = 0, with A not null-homotopic. For example, consider
Z/2 Z/4 Z/2 0·2

This is exact, but not null-homotopic.If A is a complex of vector spaces over a field k , then we can always “split off” the cohomology as a directsummand of An. In particular, if Hn(A) = 0 for all n, then we can write A as
B0 B0 ⊕ B1 B1 ⊕ B2 · · ·

The obvious map hp : Bp−1 ⊕ Bp → Bp−2 ⊕ Bp−1 satisfies
dh+ hd = id

and so for complexes of k-vector spaces, H∗ = 0 is equivalent to being null-homotopic.As a special case of the long exact sequence, if we have long exact sequences of length 2, so A → A′ andso on. 0 A B C 0
0 A′ B′ C ′ 0α β γ

14



Then the long exact sequence is
0 ker(α) ker(β) ker(γ)

coker(α) coker(β) coker(γ) 0
It is very easy to see that this holds with some of the zeroes removed. This is the Snake lemma. Lecture 8Suppose (A•, dA), (B•, dB) are complexes of R-modules. We define the tensor product A ⊗R B as follows:In degree n, we have (A ⊕R B)n = ⊕

p+q=nA
p ⊗R Bq

For x ∈ Ap, y ∈ Bq, the differential is
d(x ⊗ y) = dAx ⊗ y+ (−1)px ⊗ dByNote that the sign is required for d2 = 0.

Theorem 3.2 (naïve Künneth). Suppose R = k is a field, then for all n ≥ 0,
Hn(A ⊗k B) = ⊕

p+q=nHp(A)⊗k Hq(B)
Proof. Consider H•(A) to be a complex, with differential being zero. The cohomology groups are H•(A). Nowas the Ap are k-vector spaces, we can write

A• ∼= H•(A)⊕ C •
where H∗(C ) = 0. Thus, C is null-homotopic, via a chain homotopy h•. Then

A ⊗k B = H•(A)⊗k B ⊕ C • ⊗k B•It’s easy to see that h ⊗ idB shows C • ⊗k B• is null-homotopic. Do the same with B, and we see that
Hn(A ⊗k B) = Hn(H•(A)⊗k H•(B)) = ⊕

p+q=nHp(A)⊗k Hq(B)

3.2 Sheaf cohomologyLet X be a topological space. An exact sequence of sheaves (of abelian groups)
0 F1 F2 F3 0

of abelian groups, then we have an exact sequence
0 F1(X ) F2(X ) F3(X )

But the last map is not usually surjective.There exists families of groups Hi(X,F ) of abelian groups, such that• H0(X,F ) = F (X ),• there exists a long exact sequence (associated to a short exact sequence of sheaves)
0 H0(X,F1) H0(X,F2) H0(X,F3)

H1(X,F1) H1(X,F2) H1(X,F3) · · ·

15



• If f : X → Y is a continuous map, F a sheaf on X and G a sheaf on Y , and a map of sheaves f ∗G → F(or G → f∗F ), then there are maps
f ∗ : H∗(Y , G)→ H∗(X,F )

compatible with the long exact sequence.Now suppose X is a scheme (which is Noetherian and separated).
• If F is a quasi-coherent OX -module, then for any open affine cover Ui of X .

Hi(X,F ) = Ȟi(Ui, F )
• for general F , H0(X,F ) = Ȟ0(Ui, F )and, H1(X,F ) = lim−→open covers Ȟ1(Ui, F )
• if i ≥ dim(X ), then Hi(X,F ) = 0 for all sheaves F on X .• if X is affine and F is quasicoherent, then Hi(X,F ) = 0 for all i ≥ 1.

Theorem 3.3 (finiteness). Suppose X → Spec(A) is proper, with A Noetherian. Suppose F is a coherent
OX -module. Then for all i, Hi(X,F ) is a finite A-module.
There is a proof in Hartshorne for X projective, For a full proof, see Itaka’s book on Birational Geometry,or Stacks project.A particular case is that if A = k is a field, X → Spec(k ) is proper, and F is coherent, then Hi(X,F ) arefinite dimensional.Finally, if X → Spec(k ) is a scheme, F is a coherent OX -module, and K/k is a field extension, then

Hi(X ×Spec(k ) Spec(K ), FK ) = Hi(X,F )⊗k K
where FK is the pullback. We will prove a more general result later.
3.3 Čech cohomologyNow suppose we have a finite open cover U = (U1, . . . , Um), F is a sheaf on X , then we define the Čechcohomology for the cohomology of the complex∏

i
F (Ui) ∏

i<j
F (Ui ∩ Uj ) ∏

i<j<k
F (Ui ∩ Uj ∩ Uk )

where
d : ∏

i0<···<ip−1
F (Ui0 ∩ · · · ∩ Uip−1 )→ ∏

i0<···<ip
F (Ui0 ∩ · · · ∩ Uip )

(fi0···ip−1 ) 7→ (gi0···ip )where
gi0···ip = p∑

q=0(−1)qfi0···îq···ip |Ui0∩···∩Uip
If I = {i0, . . . , ip}, with i0 < · · · < ip, we will write UI = Ui0 ∩ · · · ∩ Uip . So

Čp(U,F ) = ∏
#I=p+1F (UI )

16



We can also sheafify the Čech complex. For V ⊆ X open, define
Č(U, X )(V ) = Č ((V ∩ Ui), F )

So
Č(U, X ) = ∏

#I=p+1(jI )∗F|UIwhere jI : UI → X is the inclusion. So Č(U, X ) is a sheaf, and the differential gives a complex of sheaves
0 F Č0(U,F ) Č1(U,F ) · · ·

If F is quasicoherent and U is an affine cover, then the above is exact, and Č has no higher cohomology. Lecture 9
Proposition 3.4. Let X be a (Noetherian, separated) scheme, and U an open affine cover. Let F be aquasicoherent OX -module. Then(i) we have an exact sequence of quasicoherent sheaves

0 F Č0(U,F ) Č1(U,F ) · · ·

(ii) for all p ≥ 0,
Hi
(
X, Čp(U,F )) = {Čp(U,F ) i = 00 i > 0

Lemma 3.5. Let X be a Noetherian separated scheme. Let j : V ↪→ X be an open affine, G be aquasicoherent OV -module, then j∗G is quasicoherent, and for all i > 0, Hi(X, j∗G) = 0.
Proof. Since X is separated, j is an affine map. That is, the preimage of any affine is an affine. Therefore, j∗Gis quasicoherent: If we have f : Spec(B)→ Spec(A), and G = M̃ for an B-module M . Then f∗G = Ñ , where Nis M viewed as an A-module.To compute its cohomology, we will compute its Čech cohomology for an open affine cover U = (Ui) of X .Now

Čp(U, j∗G) = ∏
#I=p+1G(UI ∩ V ) = Čp((Ui ∩ V ), G)

So Hi(X, j∗G) = Hi(V , G) as (Ui ∩ V ) is an open affine cover of V , and this is zero if i > 0.
Proof of proposition 3.4. By the lemma, (jI )∗F|UI is quasicoherent, so the Čech complex sheaves are quasico-herent. Moreover, Hi(X, (jI )∗F|UI ) = 0for all I = {i0 < · · · < ip}, with p ≥ 0. This proves (ii) for i > 0. For i = 0 it is true by definition.Thus it remains to show exactness in (i). It suffices to check on an open affine V ⊆ X . Then we have

0 F (V ) Č0(U,F )(V ) · · ·

But
Či(U,F )(V ) = Či((Ui ∩ V ), F|V )But we know that
Ci((Ui ∩ V ), F|V ) = {F (V ) i = 00 i > 0and so the result follows.
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Definition 3.6 (resolution)Suppose 0 F G0 G1 · · ·is an exact sequence, we say that the complex (G•) is a resolution of F .
In particular, (i) in the proposition is called the Čech resolution of F .

Definition 3.7 (acyclic)Let X be a topological space. A sheaf G on X is acyclic if for all i > 0, Hi(X, G) = 0.
Theorem 3.8 (resolution principle). Let X be a topological space, F be an abelian sheaf on X , and
F → G• a resolution of F by acyclic sheaves Gp. Then

Hn(X,F ) = Hn(Γ(X, G•))
Example 3.9Let F be a quasicoherent OX -module, on a scheme X , and U is an open affine cover of X . By theproposition, 0 F Č0(U,F ) Č1(U,F ) · · ·is an acyclic resolution of F . Thus, the resolution principle gives us that

Hi(X,F ) = Hn(Γ(X, Č•(U,F ))) = Ȟi(U,F )
So sheaf cohomology agrees with Čech cohomology.

Proof. Split up the resolution into short exact sequences
0 F G0 im(d0) 0

where di is the map Gi → Gi+1, and
0 im(di−1) Gi im(di) 0

Since the Gi are all acyclic, the long exact sequence of cohomology gives
0 H0(X,F ) H0(X, G0) H0(X, im(d0))

H1(X,F ) 0
(i)

and for all p > 1, we have
0 Hp−1(X, im(d0)) Hp(X,F ) 0 (ii)

so Hp(X,F ) ∼= Hp−1(X, im(d0)). For the second short exact sequence, we get
Hp−1(X, im(di)) ∼= Hp(X, im(di−1)) (iii)

for i ≥ 1, p > 1.As H0(X, im(d0)) = H0(X, ker(d1)) = ker(H0(X, G1)→ H0(X, G2)) ⊆ H0(X, G1). So (i) gives the result for H0and H1. So we just need to do n ≥ 2.
18



Let n ≥ 2, and consider the resolution
0 im(dn−2) Gn−1 Gn · · ·

We can apply the result which we have just shown, to get
H1(X, im(dn−2)) = Hn(Γ(X, G•))

But we can use (ii) and (iii) to get
Hn(X,Γ(X, G•)) = H2(X, im(dn−3)) = · · · = Hn−1(X, im(d0)) = Hn(X,F )

as required.We can also use other acyclic resolution.
Definition 3.10 (flasque)Let X be a topological space. A sheaf F on X is flasquea (or flabbyb, or flask c) if for all opens V ⊆ U ,the restriction map F (U)→ F (V ) is surjective.

ain French
bwhen translated
cwhen translated in America

Fact: Flasque sheaves are acyclic.For any sheaf F , there exists an injection
F → GF = ∏

x∈X

(ix )∗Fx
where ix : {x} ↪→ X is the inclusion map. Then GF is flasque, and we have a resolution

0 F GF G(GF ) · · ·

of F by flasque sheaves. So every sheaf have a (canonical) flasque sheaves, where G refers to Goderment. Lecture 10
Theorem 3.11. Let ι : Y ↪→ X be the inclusion of a closed subspace of a topological space X . Let F bea sheaf on Y . Then H∗(Y ,F ) = H∗(X, ι∗F )By abuse of notation, often we will write H∗(X,F ).

Proof. Choose a flasque resolution F → G• on Y . By the resolution principle,
H∗(Y ,F ) = H∗(Γ(Y ,G•))

By the detinition, since Gp is flasque, so is ι∗Gp, and ι∗F → ι∗G• is also a resolution. For this, note that wecan check exactness on stalks, to see that ι∗ is exact.So H∗(X, ι∗F ) = H∗(Γ(X, ι∗G•)) = H∗(Γ(Y ,G•))

Theorem 3.12 (Mayer-Vietoris). Suppose X = U ∪ V , and F is an abelian sheaf on X . There is a long
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exact sequence
0 H0(X,F ) H0(U,F )⊕ H0(V ,F ) H0(U ∩ V ,F )

H1(X,F ) H1(U,F )⊕ H1(V ,F ) H1(U ∩ V ,F ) · · ·

Proof. Choose a flasque resolution F → G•. Then we have an exact sequence of complexes
0 Γ(X, G•) Γ(U, G•)⊕ Γ(V , G•) Γ(U ∩ V , G•) 0

This is exact on the right as the Gp are flat. Taking the long exact sequence on cohomology gives the result,since H∗(·, F ) = H∗(Γ(·, G•)).Another application:
Theorem 3.13 (Künneth). Let X, Y be Noetherian separated schemes over a field k , F, G quasicoherentsheaves on X and Y respectively. Then

Hn(X ×k Y , pr∗1 F ⊗
OX×k Y

pr∗2 G) = ⊕
p+q=nHp(X,F )⊗k Hq(Y , G)

In particular, Hn(X ×k Y ,OX×kY ) = ⊕
p+q=nHp(X,OX )⊗k Hq(Y ,OY )

Notation 3.14. We will denote
F ⊠ G = F ⊠

X,Y
G = pr∗1 F ⊗

OX×k Y
pr∗2 G

Lemma 3.15. (i) Let A, B be k-algebras, M an A-module, N a B-module, then on Spec(A)×kSpec(B) =Spec(A ⊗k B),
M̃ ⊠ Ñ = M̃ ⊗k N

(ii) if F → K•, G → L• are resolutions of quasicoherent sheaves on k-schemes X, Y , then
F ⊠ G → K• ⊠ L•

is a resolution of quasicoherent sheaves on X × Y , where
(K• ⊠ L•)n = ⊕

p+q=nK
p ⊠ Lq

Proof. For (i), note pr∗1(M̃) = ˜M ⊗A (A ⊗k B)and so
M̃ ⊠ Ñ = ˜(M ⊗A (A ⊗k B))⊗ ˜(N ⊗B (A ⊗K B))= M̃ ⊗k N

For (ii), we can check exactness on an affine cover, so we reduce to the case where X, Y are affine.So F = M̃, G = Ñ, K• = K̃ •, L• = L̃•. By (i), we reduce to a statement about modules, showing that if
M → K •, N → L• are resolutions, then

M ⊗k N → K • ⊗k L•
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is a resolution. That is, Hn(K • ⊗k L•) = {M ⊗k N if n = 00 otherwiseSince Hn(K •) = {M if n = 00 otherwiseThis follows from the naïve Künneth formula.
Proof of theorem 3.13. Take open affine covers U, V of X and Y respectively. So we have Čech resolutions,

F → Č•(U,F ) and G → Č•(V, G)
By the lemma, we get a resolution

F ⊠ G → K•where
K• = Č•(U,F ) ⊠ Č•(V, G)Now note

Kn = ⊕
p+q=n

 ∏
#I=p+1,#J=q+1KI,J


where

KI,J = (ιI × ιJ )∗(F ⊠ G)where ιI : UI → X, ιJ : VJ → Y are the inclusion maps. This is acyclic, as for the usual Čech complex. Thus,
H∗(X × Y ,F ⊠ G) = H∗(Γ(X × Y ,K•))

Now Γ(X × Y ,KI,J ) = Γ (UI × UJ , (F ⊠ G)|UI×UJ ) = F (UI )⊗ G(UI )by the lemma. Thus, Γ(X × Y ,K•) = Č(U,F )⊗ Č(V, G)So by naïve Künneth, the cohomology of this in degree n is⊕
p+q=nHp(X,F )⊗k Hq(Y , G)

Suppose Y = X . Then for p, q ≥ 0, F, G quasicoherent OX -modules, ∆ : X ↪→ X ×k X is the diagonalmap. Then ∆∗(F ⊠ G) = F ⊗ G, and so we get
Hp(X,F )⊗k Hq(X, G) Hp+q(X × X,F ⊗ G) Hp+q(X,F ⊗ G)K ∆∗

The map K is from the Künneth formula.
Definition 3.16The composition ∆∗ ◦ K is called the cup product.
When F = G = OX , the cup product makes H∗(X,OX ) into a graded k-algebra.Fact: The multiplication in H∗(X,OX ) is graded-commutative. That is,

x ⌣ y = (−1)deg(x) deg(y)y ⌣ x Lecture 11
3.4 Cohomology of sheaves on PN

21



Definition 3.17 (support)Let X be any Noetherian scheme, F a coherent OX -module. Then the support of F is
supp(F ) = {x ∈ X | Fx ̸= 0}

This is a closed subset of X . In fact, it suppose to check for X = Spec(R ) and F = M̃ . Then
supp(F ) = {p ∈ Spec(R ) | Mp ̸= 0}

But Mp = 0 if and only if there exists r ∈ R \ p, with rM = 0. This is because M is finite. Equivalently,Ann(M) ̸⊆ p. So supp(F ) = V(Ann(M))More precisely, there exists a closed subscheme i : Z ↪→ X , with underlying point set supp(F ), such that
F = i∗G for some coherent OZ -module G. When X = Spec(R ) is affine, Z = Spec(R/ Ann(M)).If X is proper over a field k , then H∗(X,F ) is finite dimensional for coherent F . In this case, we can definethe Euler characteristic

χ (X,F ) =∑
i

(−1)i diml
(Hi(X,F ))

By the long exact sequence of cohomology, if we have a short exact sequence
0 F1 F2 F3 0

of OX -modules, then
χ (X,F2) = χ (X,F1) + χ (X,F3)Recall that on
X = PNk = Proj (k [T0, . . . , TN ])we have an invertible OX -module (i.e. a line bundle) OPn (n), with sections being quotients f /g, with f , g ∈

k [T0, . . . , TN ] homogeneous, and deg(f ) = n+ deg(g).In Part III Algebraic Geometry, we computed
Hi(PN , O(n)) = {k [T0, . . . , TN ]n i = 0, n > 0

k [T0, . . . , TN ]∨−N−n−1 i = n, n ≤ −N − 1
In the first case, the dimension is (N+n

n
), and in the second case (−n−1

N
). In this case,

χ (PN , O(n)) = P(n)
where

P(t) = (t +N
N

) = (t +N) · · · (t + 1)
N!This generalises to any coherent F on PN .

Theorem 3.18. There exists a polynomial P(F, t) ∈ Q[t], such that
χ (PNk , F (n)) = P(F, n)

for all n ∈ Z, and deg(P(F, t)) = dim(supp(F )). Here, F (n) = F ⊗O(n).
Suppose i : X ↪→ PNk is a closed immersion. Then OX (n) = i∗(OP1 (n)). More generally, we can replace kby any (Noetherian) ring. For any k-scheme X , an invertible OX -module L is very ample if

L ∼= i∗OPN (1)
If we have a projective embedding i : X ↪→ PN as above, OX (1) is a very ample line bundle on X , then wecan define for coherent F on X ,

P(X,F, t) = P(i∗F, t)
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and P(X, t) = P(X,OX , t). These are called HIlbert polynomials.Since Hi(X,F ) = Hi(PN , i∗F )We must have that
P(X,F, n) = χ (X,F (n))Moreover, as χ is additive in short exact sequences, so is the Hilbert polynomial.A related notion is an ample line bundle, which is one which satisfies one of the following conditions.

Theorem 3.19. Let X/k be proper, L a line bundle on X . Then the following are equivalent:(i) for some r ≥ 1, L⊗r is very ample,(ii) for some r0 ≥ 1 and all r ≥ r0, L⊗r is very ample,(iii) for every coherent OX -module F , there exists n0 such that for all n ≥ n0, F ⊗ L⊗n is generatedby global sections. That is, there exists a surjection
OmX ↠ F ⊗ L⊗n

(iv) for every coherent sheaf F , there exists n0 such that for all n ≥ n0, i > 0,
Hi(X,F ⊗ L⊗n) = 0

For a curve, L is ample if and only if L ∼= O(D) for some deg(D) ≥ 0.
Proposition 3.20. Let X ⊆ PNk be an integral closed subscheme, of dimension d. Let η ∈ X be its genericpoint. Let F be a coherent OX -module. Then

P(X,F, t) = dimκ(η) (Fη)P(X, t) + terms of degree less than d
Proof. Let e1, . . . , er be a κ(η) basis for Fη . Then there exists n0 such that e1, . . . , er extend to sections of
F (n0). Thus, we have an exact sequence

0 Or F (n0) G 0(ei)
where Gη = 0, and so dim(supp(G)) < d. But then

P(X,F, tn0) = P(X,F (n0), t) = rP(X, t) + P(X, G, t)
where P(X, G, t) has degree less than d.
Idea of proof of the existence of Hilbert polynomials. First of all, we can assume k is algebraically closed.We can use exact sequences and induction on dimension of supp(F ), to reduce to the case where supp(F )is irreducible, of dimension d, and we can find a hyperplane H = {f = 0}, such that the map F → F (1), givenby multiplication by f is injective. Then we have an exact sequence

0 F (n) F (n+ 1) G(n+ 1) 0f ·

and supp(G) = supp(F ) ∩ H , which has dimension d − 1. Then
χ (F (n+ 1))− χ (F (n)) = χ (G(n))

which is a polynomial in n, of degree d − 1. Lecture 12
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3.5 Cohomology and base changeHow does cohomology vary in a family? That is, if we have a morphism f : X → S and a sheaf F on X , wewould like to compare H∗(Xs, F|Xs ) and H∗(Xt , F|Xt ) for s, t ∈ S .Suppose that S = Spec(A) is Noetherian and separated, and we have a ring homomorphism A → B. Thenwe have the fibre product
XB = X ×Spec(A) Spec(B) X

Spec(B) Spec(A)
f ′

g′

f

gSuppose F is a quasicoherent OX -module. In this case, H∗(X,F ) is an A-module, and by functoriality, wehave a map Hp(X,F )→ Hp(XB, FB)where FB = (g′)∗F . In particular, we have
Hp(X,F ) Hp(XB, FB)

Hp(X,F )⊗A B
βB

We would like to know when is βB an isomorphism. For example, if B = κ(s), where s ∈ Spec(A), then wewould like to know when Hp(Xs, F|Xs ) is isomorphic to Hp(X,F )⊗A κ(s).We will approach this using Čech cohomology. Say X = ⋃i Ui is an open affine cover. Then
XB =⋃Ui ×Spec(A) Spec(B) = ⋃Ui,Bis also an open affine cover. Now

FB(UI,B) = F (UI )⊗A BHence
Č i((UI,B), FB) = Č i((Ui), F )⊗A BSay K • = Č •((Ui), F ). So we have

Hp(X,F )⊗A B Hp(K •)⊗A B

Hi(XB, FB) Hp(K • ⊗A B)
βB

∼=

∼=

Theorem 3.21. Suppose B is A-flat. Then βB is an isomorphism.
Proof. Since in this case, we know that H∗(K • ⊗A B) ∼= H∗(K •)⊗A B.

Example 3.22Suppose k ⊆ K are fields, with X/ Spec(k ). Then
H∗(XK , FK ) = H∗(X,F )⊗k K

For the general case, we will need to put some hypotheses on X and on F . The problem is that the modules
K • are typically large. For example, they are rarely finite. Assume from now on, f : X → Spec(A) is proper, Fis coherent and flat over Spec(A). In this case. Hp(X,F ) is a finite A-module, and vanishes for p sufficientlylarge.
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Theorem 3.23. Suppose Hp(X,F ) is zero for all p > n. Then there exists a complex
L0 L1 · · · Ln 0 0 · · ·

of finite flat A-modules, and for all A-algebras B, isomorphisms
H∗(L• ⊗A B)→ H∗(XB, FB)

which are functorial in B.
Recall finite flat is equivalent to finite and locally free, since A is Noetherian. In fact, the same is true forany A-module M , H∗(L• ⊗A M) ∼= H∗(X,F ⊗A M)Here, F ⊗A M = F ⊗ f ∗M̃ .Since H∗(XB, FB) = H∗(K • ⊗A B), where K • is the Čech complex, by our assumptions it suffices to provethe purely algebraic statement:

Theorem 3.24. Let A be a Noetherian ring, K • a complex of A-modules, such that Hp(K •) is finite for all
p, and zero for p > n. Then there exists a complex

L0 L1 · · · Ln 0 0 · · ·

of finite A-modules and a morphisms of complexes L• to K •, inducing an isomorphism Hi(L•) ∼= Hi(K •),and L1, . . . , Ln are all free.If in addition all K p are flat, then L0 is locally free, and for every A-module M , we have an isomorphism
H∗(L• ⊗A M) ∼= H∗(K • ⊗A M)

Remark 3.25. For the application to the previous theorem, note that if F is A-flat, then the
K p = ∏

#I=p+1F (UI )
is also A-flat.

Proof. We start from the top. Pick a finite free module Ln, and a surjection Ln ↠ Hn(K ). Since Ln is free, wecan lift this to a map Ln → ker(d : K n → K n+1). So we have
Ln 0

K 0 K 1 · · · K n−1 K n K n+1 · · ·

fn

Now choose a finite free module P , and a surjection P ↠ ker(Ln → Hn(K )). So we have
P Ln 0

K 0 K 1 · · · K n−1 K n K n+1 · · ·

fn

Since P is free, we have a lift P → K n−1 making the square commute. To see this, the composition P → Hn(K )is zero, and so P maps to im(d : K n−1 → K n), hence we have a lift.Next, choose a finite free Q and a surjection Q ↠ Hn−1(K ), which lifts to a map Q → ker(d : K n−1 → K n).Now let Ln−1 = Q ⊕ P . The map Ln−1 → Ln is given by Q → 0. Now we have Hn(L) ∼= Hn(K ), andHn−1(L) ↠ Hn−1(K ). We can continue this, and after n steps, we get
L0 L1 · · · Ln−1 Ln 0
K 0 K 1 · · · K n−1 K n K n+1 · · ·

fnfn−1f 1f 0

25



where for 0 < p ≤ n, Hp(K •) ∼= Hp(L•), and H0(L•) ↠ H0(K •). Replacing L0 bt L0/ ker(H0(f )) gives theisomorphism at degree 0. Let C • be the following complex (usually called the mapping cone of f ). Lecture 13
Cp = Lp ⊕ K p−1

and d(x, y) = (dx,−dy+ f (x))We have an exact sequence of complexes
0 K [−1] = (K •−1, −dK ) (C •, dC ) (L•, dL) 0

Therefore, we have a long exact sequence of cohomology
Hp−1(K •) Hp(C •) Hp(L•) Hp(K )δ

and δ = Hp(f ). In particular, this is an isomorphism for all p, and so C • is acyclic, i.e H∗(C ) = 0.Since K p = 0 for sufficiently large p, for some N ,
0 C 0 C 1 · · · CN 0

is exact. But C 1, . . . , CN are all flat, so C 0 is also flat (see examples sheet 2).Finally, let M be any A-module. Write
0 Q P M 0

with P free. Assume for all such M , and q > p, the mapHq(L ⊗M)→ Hq(K ⊗M)is an isomorphism. For example, this is true with p = n. As K •, L• are flat, we get
0 L ⊗ Q L ⊗ P L ⊗M 0
0 K ⊗ Q K ⊗ P K ⊗M 0

which has exact rows. Hence we get a commutative diagram with long exact rows
Hp(L ⊗ Q) Hp(L ⊗ P) Hp(L ⊗M) Hp+1(L ⊗ Q) Hp+1(L ⊗ P)
Hp(K ⊗ Q) Hp(K ⊗ P) Hp(K ⊗M) Hp+1(K ⊗ Q) Hp+1(K ⊗ P)εγβα

By induction hypothesis, γ, ε are isomorphisms. Since P is free, β is an isomorphism. By the five lemma,the middle map is surjective. The same argument for α shows that α is surjective, and so the middle map isinjective.
Lemma 3.26 (five lemma). Suppose we have

A B C D E

A′ B′ C ′ D′ E ′
a b c d e

where the rows are exact, b, d are isomorphisms. Then:• if e is a monomorphism, then c is an epimorphism,• if a is an epimorphism, then c is monomorphism.
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Proof. Omitted, just a diagram chase.Recall the assumptions we have made, that is, X → Spec(A) proper, F on X is coherent and flat overSpec(A).H0(XB, FB) = ker(d : L0 ⊗ B → L1 ⊗ B), and for any finite flat (or equivalently, locally free) A-module M ,
M ⊗A B = HomA(M∨, B) = HomA(HomA(M,A), B)

and so H0(XB, FB) = ker(HomA((L0)∨, B)→ HomA((L1)∨, B))Let
Q = coker((L1)∨ → (L0)∨)and so

Corollary 3.27. There exists a finite A-module Q, such that for all B,
Hp(XB, FB) = HomA(Q,B)

and this is functorial in B.
Corollary 3.28 (semicontinuity for H0). For every r ≥ 0, the subset

Zr = {s ∈ Spec(A) ∣∣ dimκ(s) (H0(Xs, F (s)) ≥ r
)}
⊆ Spec(A)

is closed. Here, F (s) = F ⊗A κ(s), viewed as a coherent OXs-module.
Remark 3.29. Note Mumford calls F (s) Fs , but this can cause confusion with stalks.
Remark 3.30. This is also true for all Hp . The statement implies that if s ∈ {t}, then dim(H0(Xs)) ≥ dim(H0(Xr )).

Proof. By localising on Spec(A), we can assume that L0, L1 are free, isomorphic to Am, An respectively. Then(d0)T is represented by an m× n matrix over A. So
Zi = {s | rank ((d0)T ⊗ idκ(s)) ≤ m− r

}
= {s | all m− r + 1 minors of C vanish in κ(s)}

Corollary 3.31. Assume Spec(A) is connected. Then χ (Xs, F (s)) is independent of s ∈ Spec(A).If X ⊆ PNk is projective, then the Hilbert polynomial P(Xs, Fs, t) is independent of s.
Proof. Localising, we can assume L0 is free. But then

χ (Xs, F (s)) =∑
p

(−1)p dimκ(s) (Hp(L ⊗ κ(s)))
=∑

p
(−1)p dimκ(s)(Lp ⊗ κ(s))

But dimκ(s)(Lp ⊗ κ(x)) = rank(L)which is independent of s.
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Note here, we use the fact from homological algebra that if we have a chain complex consisting of k-vectorspaces, we can compute the Euler characteristic using cohomology or as the alternating sum of the dimensions. Lecture 14Now lets look at the top dimensional cohomology, since Lp = 0 for p > n, we must have that Hp(XB, FB) = 0for p > n. Moreover,
Hn(XB, FB) = coker(Ln−1 ⊗A B → Ln ⊗A B) = coker(Ln−1 → Ln)⊗A B = Hn(X,F )⊗A B

Here, we use the fact that the tensor product is right exact. Hence the base change map is an isomorphism onthe top degree.
Fibres: Assume A is reduced. Then the map

A →
∏

p∈Spec(A)
A
p

is injective. As Hn(X,F ) is a finite A-module, we get that
Hn(X,F )− 0 ⇐⇒ ∀s ∈ Spec(A),Hn(X,F )⊗A κ(s) = 0

⇐⇒ ∀s ∈ Spec(A),Hn(Xs, F (s)) = 0
If these hold, then we can replace n with n − 1, and by descending induction,

Corollary 3.32. Suppose A is reduced, and let p ≥ 0. Then the following are equivalent:(i) for all i ≥ p, Hi(X,F ) = 0,(ii) for all i ≥ p, s ∈ Spec(A), Hi(Xs, F (s)) = 0
In particular, setting p = 0, H∗(X,F ) = 0 if and only if H∗(Xs, F (s)) = 0 for all s ∈ Spec(A).
Higher direct images: Suppose f : X → Y is a morphism of (separated Noetherian) schemes, F aquasicoherent sheaf on X . Let V = Spec(A) ⊆ Y be an open affine. Let

Gp(V ) = Hp(f−1(V ), F|f−1(V ))This is an A-module. Now if we have V ′ = Spec(A′) ⊆ V affine, then Gp(V ′) = Gp(V ) ⊗A A′, by flat basechange.in particular, by question 2 on examples sheet 2, there exists a unique quasicoherent sheaf on Y , extending
Gp. We write Rpf∗F for this sheaf, which is called the higher direct image sheaf.

Remark 3.33. For any abelian sheaf F on X , there is are sheaves Rpf∗F on Y , which are the sheafifications of
V 7→ Hp(f−1(V ), F ).We can also define this as H∗(f∗K •), for a suitable resolution of F , see the relevant section of Hartshorne.
We can rephrase the earlier results in terms of higher direct images. For example,

Theorem 3.34 (restatement of theorem 3.3). Suppose f : X → Y is proper, F is q coherent OX -module,then Rpf∗F is coherent.
and we can restate corollary 3.32 as

Corollary 3.35. Suppose Y is reduced. Then for all p ≥ 0, the following are equivalent:(i) for all i ≥ p, R if∗F = 0,(ii) for all i ≥ p, y ∈ Y , Hi(Xy, F (y)) = 0
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4 Group schemes over a field
Fix a field k . Write Sch/k for the category of k-schemes, i.e. schemes with a morphism aX : X → Spec(K ).The morphisms are morphisms of schemes such that the diagram

X Y

Spec(k )
commutes. We write Aff /k for the category of affine k-schemes. Equivalently, the opposite category of thecategory of k-algebras.For X, S ∈ Sch/k , write X (S) = Mork (S, X ), and if R is a k-algebra, we write X (R ) = X (Spec(R )) for the
R-points.If X = V(I) ⊆ An

k , then
X (R ) = {(xi) ∈ Rn | f (xi) = 0 for all f ∈ I}We will write X × Y = X ×k Y = X ×Spec(k ) Y . Finally, in this course,

Definition 4.1 (variety)A variety is a separated k-scheme X of finite type which is geometrically integrala.
aThat is, X ×k Spec(k ) is integral.

Example 4.2
X = Spec(Q(√2)) = V(t2 − 2) ⊆ A1

Q is not a variety. This is not a variety as X × Spec(Q) is two points.
Theorem 4.3. Let X/k be a proper varietya. Then H0(X,OX ) = k .

aThat is, the map X → Spec(k ) is proper.
Proof. Since H0(X,OX )⊗k k = H0(Xk , OXk )we may assume that k = k is algebraically closed. Now H0(X,OX ) is a finite integral k-algebra, which mustbe just k .

Remark 4.4. Proper varieties are also called complete varieties.
Definition 4.5A k-group scheme is a k-scheme G , with a morphism m : G × G → G , such that for every k-algebra R ,
m makes G(R ) into a group.
Note the set G is rarely a group.

Example 4.6The additive group Ga = Spec(k [t]). The group operation is given by
k [t]→ k [u, v ]
t 7→ u+ v
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and for any k-algebra R , Ga(R ) = (R,+).
Example 4.7The multiplicative group Gm = Spec(k [t, t−1]). The group operation is given by

k [t]→ k [u, v, u−1, v−1]
t 7→ uv

For any k-algebra R , Gm(R ) = (R∗, ·).
Example 4.8The general linear group is

GLn = Spec(k [(tij ), 1det(tij)
])

with multiplication
tij 7→

n∑
i=1 tirt

′
rj ∈ k

[(tij ), (tij )′, 1det(tij) det(t′ij)
]

Example 4.9Let Γ be a group, and
G = ⊔

γ∈Γ Spec(k )
with the discrete topology. There’s an obvious way to make this into a group scheme using the groupstructure on Γ.

Lecture 15Recall from earlier that Ga = Spec(k [t]), and this does not form a group. For example, what do we do withthe generic point? Even if we just consider closed points, in general, they don’t form a group.The S-valued points, X (S) = Mor(S, X ) (as S varies), plays the role of the usual points.Let S be a k-scheme. Then X (S) = {f : S → X}. Now if we have g : S ′ → S , then we have a map of sets
(· ◦ g) : X (S)→ X (S ′)

and this is compatible with composition S ′′ → S ′ → S . In particular, for each X , we have a functor, called the
functor of points,

hX : Sch/k → Setsop
or quivalently, a contravariant functor Sch/k → Sets.

Lemma 4.10 (Yoneda). We have a natural bijection
Mor(X, Y )↔ {(fS : X (S)→ Y (S))S∈Sch/k | ∀g : S ′ → S, x ∈ X (S), fS (x) ◦ g = fS ′ (x ◦ g)}

Proof. Given f : X → Y a morphism, x ∈ X (S), define fS = f ◦ x ∈ Y (S). On the other hand, given a family(fS ), define f = fX (idX ) ∈ Y (X ) = Mor(X, Y ).
Lemma 4.11 (Yoneda+). The same bijection holds when we restrict to affine S . That is, X is determinedby the functor R 7→ X (R ) on k-algebras.
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Proof. We need to reconstruct X (S) from the X (R ). Let
S =⋃

i
Ui

where Ui are affine. Then
X (S) = Mor(S, X ) = {(fi ∈ Mor(Ui, X )) | for all V ⊆ Ui ∩ Ujaffine, fi|V = fj |V }

So the restriction to affines determine X (S).
Proposition 4.12. Suppose we have a k-group scheme G . Then(i) for all S ∈ Sch/k , G(S) is a group,(ii) for all S ′ → S morphism of k-schemes, the corresponding map G(S)→ G(S ′) is a group homomor-phism

Proof. First we prove (ii) for affines. Suppose S ′ = Spec(R ′)→ Spec(R ) = S . Then G(R )→ G(R ′) is a grouphomomorphism if and only if the right hand square in
(G × G)(R ) G(R )×G(R ) G(R )
(G × G)(R ′) G(R ′)×G(R ′) G(R ′)

mR

mR′

∼=

∼=
commutes. But the outer rectangle commutes, as it is the map induced by G × G → G , and the left squarecommutes by definition of the fibre product. Hence the right hand square commutes.For (i), let S = ⋃i Ui, Ui affine. Then

G(S) = {(gi)i∈I | gi ∈ G(Ui), forall V ⊆ Ui ∩ Uj affine , gi|V = gj |V }

But we just saw that the restriction maps G(Ui)→ G(V ) are homomorphisms, so G(S) is a subgroup of ∏G(Ui).Same argument as before implies (ii) for general morphisms S ′ → S .
Corollary 4.13. There exists e ∈ G(k ), i : G → G such that for all S , e maps to the identity element of
G(S), and iS : GS → GS is the inverse.

Proof. The first part is because G(k ) → G(S) is a homomorphism, induced by the map S → Spec(k ). Thesecond part is just Yoneda. Explicitly, i ∈ G(G) is the inverse of idG ∈ G(G).Here, idG is the identity map G → G .
Remark 4.14. An equivalent definition of a group scheme consists of (G,m : G ×G → G, e ∈ G(k ), i : G → G), suchthat various diagrams commute, such as

(G × G)×G G × G

G

G × (G × G) G × G

∼=

m×id

m×id

m

for associativity, and so on. That is, it is a group object in Sch/k .
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Definition 4.15A homomorphism of group schemes is a morphisms f : G → G′, such that for all R , fR : G(R )→ G(R ′) isa homomorphism.
By Yoneda, fS : G(S)→ G(S ′) is a homomorphism for all S ∈ Sch/k . We leave as an exercise to show that

f is a homomorphism if and only if a certain diagram commutes.
Definition 4.16A closed subgroup scheme is a closed subscheme i : H → G , such that for all R , H(R ) ⊆ G(R ) is asubgroup.
We need to check that H is a group scheme. For all S , H(S) ⊆ G(S) is a subgroup (same argument asbefore), and we have a diagram (H × H)(S) (G × G)(S)

H(S) G(S)
i×i

mS

So we need to show that we have the dotted arrow making the diagram commute. Taking S = H × H , andidH×H ∈ (H × H)(H × H), this maps to some H × H → H making H into a group scheme.
Example 4.17 (trivial)
e : Spec(k ) ↪→ G is a closed subgroup scheme.
Example 4.18Let f : G → G′ be a homomorphism of group schemes. Define ker(f ) to be the fibre product

ker(f ) G

Spec(k ) G′

f

e′

By definition of the fibre product, ker(f )(S) = ker(fS : G(S) → G′(S)). e′ is a closed point, and so ker(f )is a closed subscheme. Hence it is a subgroup scheme.
Example 4.19Let G = GLn. Then det : GLn → GL1 = Gm, where detR : GLn(R ) → R× is the usual determinant, is ahomomorphism of group schemes. Then we have

SLn := ker(det)
Remark 4.20. 1. Existence of quotient schemes is much harder.2. Essentially everything works as is, if Spec(k ) is replaced by an arbitrary base scheme T . So we replace Sch/kby Sch/T and so on. Note

Aff /T = {S → T | S is affine}Note this is not the same as S → T being an affine morphism.
Lecture 16
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5 Abelian varieties

Definition 5.1 (left translation)Suppose G/k is a group scheme, and x ∈ G(k ). The (left) translation morphism Tx : G → G is the uniquemorphism such tha for all k-algebras R , y ∈ G(R ),
Tx (y) = xy = m(x, y)

That is, Tx is the composition
G × Spec(k )×G G × G Gmx×idG

Similarly, we can define right translation. Clearly• Te = id,• Txy = TxTySo Tx : G → G is an isomorphism of k-schemes. We don’t just need to consider k-points.
Definition 5.2Let S be a k-scheme, x ∈ G(S), then define Tx : G × S → G × S to be the morphism

G × S G × (G × S) = (G × G)× S G × Sid×(x,idS ) mt×idS
where mt (g, h) = m(h, g).
When S = Spec(k ), this is the same as the above. In particular, taking S = G, x = idG ∈ G(G) to be the“tautological point”, we get the universal translation

G × G → G ×G

given by (g, h) 7→ (hg, h). This is universal since if x ∈ G(S) for any S , then we have the commutative diagram
G × G G × G

G × S G × S

(mt ,pr2)

Tx

idG ×x idG ×x

In fact, this is a cartesian diagram.
Definition 5.3 (group variety, abelian variety)A group variety over k is a k-group scheme which is also a variety. An abelian variety is a group varietywhich is proper over k .
Remark 5.4. An algebraic group is sometimes a group variety, or sometimes a group scheme of finite type.
Example 5.5
Ga,Gm,GLn,SLn are group varieties. The simplest non-trivial abelian variety is an elliptic curve E/k (anon-singular plane cubic with a point e ∈ E (k )). The group law on E is the chord/tangent constructionfor a plane cubic. This makes E into an abelian variety of dimension 1.
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Theorem 5.6 ((classical form of) Mumford’s rigidity lemma). Let X, Y , Z be varieties over k , where X isproper and X (k ) ̸= ∅. Suppose f : X × Y → Z is a morphism. If for some y0 ∈ Y , z0 ∈ Z ,
X × {y0} ⊆ f−1(z0)

then there exists g : Y → Z such that f = g ◦ pr2. In particular, for all y ∈ Y , f (X × {y}) is a singlepoint.
In words, suppose X is proper, and we are given a family of maps X → Z indexed by Y . If one of the mapsis constant, then they all are.Note that here

X × {y0} = pr−12 (y0)is the fibre.
Remark 5.7 (properness). Suppose X = Y = Z = A1

k , and f : A1 × A1 → A1 is given by f (x, y) = xy. For y = 0,this is the zero morphism A1 → A1 . But if y ̸= 0 it is an isomorphism.
Corollary 5.8. Suppose X is an abelian variety, G any group variety. If f : X → G is a morphism and
g = f (eX ). Then Tg−1 ◦ f is a homomorphism.

Proof. Replacing f with Tg−1 ◦ f , we may assume f (eX ) = eG . Consider the morphism h : X × X → G , givenon (R-valued) points by
h(x, y) = f (x)f (y)f (xy)−1

Then
h(X × {eX}) = {eG} = h({eX} × X )Applying rigidity, the first equality implies that h factors through pr2. The second equality implies h factorsthrough pr1. Hence h(x, y) = eG for all x, y ∈ X (R ). Hence f is a homomorphism.

Corollary 5.9. Abelian varieties are commutative.
Proof. Consider the inverse map ι : X → X . As ι(e) = e, ι is a homomorphism. This means X (R ) is commutativefor all R , since a group is abelian if and only if the inverse map is a homomorphism.

Remark 5.10. The “abelian” in abelian varieties is the same Abel as for abelian groups, but not for the same reason.Similarly, abelian functions are a generalisation of elliptic functions.
Instead of the rigidity lemma, we will prove a stronger statement:

Theorem 5.11. Let p : X → Y be a proper morphism of schemes, where Y is integral, and admits asection s : Y → X . That is, p ◦ s = idY . Assume p∗OX = OY .Let f : X → Z be a morphism where Z is a separated scheme. Suppose there exists y ∈ Y , z ∈ Z ,such that Xy = p−1(y) ⊆ f−1(z). So f collapses Xy to a point. Then f = g◦p, for some unique g : Y → Z .
Remark 5.12. To deduce theorem 5.6, we have p = pr2 : X × Y → Y . Integral and separated follow from Y being avariety. s is given by any element of X (k ). (pr2)∗OX×Y = OY , since H0(X,OX ) = k for a proper variety.

Proof. If g exists, then f ◦ s = g ◦ (p ◦ s) = g, and so g is unique, and it exists if and only if f = f ◦ (s ◦ p).Suppose also there exists an open dense Y ′ ⊆ Y , over which g exists. Then f |f−1(Y ′) = (f ◦ s ◦ p)|f−1(Y ′). But as
Y is reduced and Z is separated, f = f ◦ s ◦ p everywhere, see Hartshorne.
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We know f maps Xy ⊆ X to {z} ⊆ Y , and so let W be an open affine neighbourhood of z . Then f−1(W ) isan open neighbourhood of Xy. Since p is proper, it is closed, and any such neighbourhood of f−1(W ) contains
p−1(Y ′) for some sufficiently small open affine neighbourhood Y ′ of y.To see this, let T = p(X \ f−1(W )). This is closed and does not contain y. Hence any open affineneighbourhood of y in Y \ T works. So let X ′ = p−1(Y ′), and let p′ : X ′ → Y ′ be the restriction. Then f maps
X ′ to W = Spec(B) ⊆ Z . Hence this is induced by a ring homomorphism B → Γ(X ′, OX ′ ) = Γ(Y ′, OY ′ ), since
f∗OX = OY . So f |V ′ factors as X ′ → Y ′ →W . Since Y is integral, Y ′ is dense in Y . Lecture 17

Proposition 5.13. Let k be a field, G a group variety over k , then G is smooth over k .
Proof. First of all, if X/k is a scheme of finite type, let X = X ×k Spec(k ). Then X/k is smooth if and only if
X/k is smooth.To see this, smooth is equivalent to Ω being locally free (and of the correct rank). Let pX : X → X be theprojection map. Then ΩX/k = p∗XΩX/kThus, if ΩX/k is locally free, then so is ΩX/k . For the other direction, it reduces to X = Spec(A) and ΩX/k = M̃ ,where M = ΩA/k which is a finite A-module. We know that M ⊗k k is a free A ⊗ k-module. For this, we needto take a sufficiently small open affine. Then M ⊆ M ⊗k k is a direct summand as an A-module„ since k ⊆ khas a vector space complement. Hence M ⊗k k is a free A-module, so M is projective and thus locally free.So if G is a group variety, we may assume k = k . Then G is integral, and so there exists a non-emptyopen U ⊆ G which is smooth. If x ∈ G(k ) and y ∈ U(k ), then Txy−1 (U) ⊆ G is a smooth open containing x .So we can cover G by smooth opens, so G is smooth.

Remark 5.14. If char(k ) = 0, then Cartier’s theorem says that every finite type group scheme over k is smooth. Thisis false for char(k ) = p > 0.
Our aim is now to:• prove that abelian varieties are projective,• show X [n] = {x ∈ X (k ) | nx = e} is finite (and determine the structure),• relate X (k ) and Pic(X × Spec(k )), where the Picard group is the group of isomorphism classes of linebundles.The last one is a generalisation of the Abel-Jacobi theorem, where if E is an elliptic curve, then we have ahomomorphism

E (k )→ Cl0(E × Spec(k ))
p 7→ [p]− [e]

6 Seesaw, cube and square

Theorem 6.1 (seesaw). Let X, Y be varieties over k , with X proper. Let L be a line bundlea on X × Y .For y ∈ Y , write
iy : X × Spec(κ(y))→ X × Yfor the inclusion of a fibre pr−12 (y). Suppose for all closed points y ∈ Y , L(y) = i∗yL is trivialb. Thenthere exists a line bundle M on Y , such that L ∼= pr∗2M. Morover, M∼= (pr2)∗L, and so it is unique upto isomorphism.

ai.e. an invertible OX×Y -module, or locally free of rank 1
bi.e. isomorphic to OX×y , where X × y = X × Spec(κ(y)).
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Proof. First, we will show that every y ∈ Y has an open affine neighbourhood V , such that L|X×V ∼= OX×V ,and so L|X×V ∼= pr∗2OV . Suppose Y = Spec(A) is affine. Then X × Y → Y is flat, and so there exists a finite
A-module Q, such that for all A-algebras B,

H0(X × Spec(B), LB) = HomA(Q,B)
In particular, H0(X × y, i∗yL) = HomA(Q, κ(y)) = (Q ⊗A κ(y))∨As H0(X × y, i∗yL) ∼= H0(X × y,OX×y), which has dimension 1 for all closed points y ∈ Y . Hence

dimA/m(Q/mQ) = 1
for all m ∈ maxSpec(A), and so Q is locally free of rank 1.Localising further, every y0 has an open neighbourhood for which Q is free of rank 1, say equal to A · q.Then H0(X × Spec(A), L) = Hom(Q, A) = A · q∨. For each closed y ∈ Spec(A), q∨ maps to a generator ofH0(X ×y, ιyL), which is everywhere non-vanishing on X ×y, since i∗yL ∼= O. Hence q∨ defines an isomorphism

OX×Spec(A) ∼= Land as (pr2)∗OX×Spec(A) = OSpec(A)we have that pr∗2(pr2)∗L ∼= Land so in this case, M = OSpec(A).For general Y , the preceding argument shows that if M = (pr2)∗L, then M is locally free of rank 1, andthe map pr∗2M→ L (through adjunction) is an isomorphism.If L ∼= pr∗2M′ say, then we have an isomorphism M′ ∼= (pr2)∗L (as locally on Y , both L and M′ are free),and so M∼=M′.
Remark 6.2. If we have the fibre product X × Y , with Y → Spec(k ) flat, and so by flat base change,

(pr2)∗OX×Y = OYas H0(X,OX ) = k .
If moreover, x ∈ X (k ) and L|x×Y is trivial (as Lx×Y ∼= M), and L is trivial. However, it is not sufficient tojust assume that Lx×Y , LX×y for fixed (x, y). We need it to be true for all (x, y).On the other hand, if we have X × Y × Z , then the analogous statement would be true. That is, if

L|x×Y×Z , L|X×y×Z , L|X×Y×zare trivial, then so is L. Lecture 18
Theorem 6.3 (cube). Let X, Y , Z be k-varieties, with X, Y proper. Let x ∈ X, y ∈ Y , z ∈ Z , and L be aline bundle on X × Y × Z . Suppose that each of

L|x×Y×Z , L|X×y×Z , L|X×Y×z

is trivial. Then L is trivial.
Proof. See section 8.

Remark 6.4. (i) In fact, this is true for more general k-schemes Z . On the other hand, the assumption of X, Ybeing proper is essential.(ii) For all line bundles L on X × Y × Z , there exists an isomorphism
L ∼= pr∗X×Y L1 ⊗ pr∗X×Z L2 ⊗ pr∗Y×Z L3
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for line bundles Li on the appropriate spaces. On the other hand, this is not true for the product of two varieties.
Corollary 6.5. Let X be an abelian variety over k , and L a line bundle on X . Let Y be any k-scheme,
f , g, h : Y → X morphisms. Then

M =Mf ,g,h = (f + g+ h)∗L ⊗ (f + g)∗L∨ ⊗ (f + h)∗L∨ ⊗ (g+ h)∗L∨ ⊗ f ∗L ⊗ g∗L ⊗ h∗L
is trivial. Here, f + g : Y → X is the composition

Y X × X Xf×g m

Proof. First consider the case where Y = X × X × X , f = pr31, g = pr32, h = pr33 are the projections. Here, prniis the projection Xn → X on the i-th factor. Let x = y = z = e. By the theorem of the cube, we need to showthat M|X×X×e ∼= OX×X . By symmetry it’ll hold for the other cases. Now, M|X×X×e = q∗M, where
q : X × X → X × X × X

q(x, y) = (x, y, e)Now pr31 ◦q = pr21pr32 ◦q = pr22pr33 ◦q = constant morphism eHence (pr31 + pr32 + pr33) ◦ q = (pr31 + pr32) ◦ q = m(pr31 + pr33) ◦ q = pr21(pr32 + pr33) ◦ q = pr22
With this,

q∗M = m∗L ⊗m∗L∨ ⊗ (pr21)∗L∨ ⊗ (pr22)∗L∨ ⊗ (pr21)∗L ⊗ (pr22)∗L ⊗OX×X ∼= OX×Xand so M∼= OX×X×X . For the general case, we have that
Mf ,g,h = (f × g × h)∗Mpr1,pr2,pr3

Theorem 6.6 (square). Let X be an abelian variety, L a line bundle on X , x, y ∈ X (k ). Then T ∗x+yL =
T ∗x L ⊗ T ∗yL ⊗ L∨.

Proof. Apply the corollary with Y = X , f = x, g = y, h = idX . Then f+h = Tx , g+h = Ty and f+g+h = Tx+y.
f + g is the constant morphism x + y. If p : X × X is constant, then p∗L ∼= OX . Then we get

T ∗x+yL ⊗ T ∗x L∨ ⊗ T ∗yL∨ ⊗ L ∼= OX

Corollary 6.7. Let X be an abelian variety, L an abelian variety on X . For n ∈ Z, let [n] : X → X bethe multiplication by n morphism. Then
[n]∗L ∼= L⊗n(n+1)/2 ⊗ (i∗L)⊗n(n−1)/2

Here, i = [−1] is the inversion map.
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In particular, if L is symmetric, i.e. if L is isomorphic to i∗L, then [n]∗L ∼= L⊗n2 . On the other hand, if
i∗L ∼= L∨, then [n]∗L ∼= L⊗n.
Here, for n negative,

L⊗n = (L∨)⊗|n|
Proof. It’s clear when n = 0, 1. For n ≥ 2, apply corollary 6.5 with f = [n − 1], g = idX = [1], h = i = [−1].Then

f + g+ h = [n − 1]
f + g = [n]
f + h = [n − 2]
g+ h = [0]

Hence we get that
[n − 1]∗L ∼= [n]∗L ⊗ [n − 2]∗L ⊗ [0]∗L ⊗ [n − 1]∗L∨ ⊗ [1]∗L∨ ⊗ [−1]∗L∨

In particular, [n]∗L ∼= [n − 1]∗L⊗2 ⊗ [n − 2]∗L∨ ⊗ L⊗ i∗LInserting the result for n − 1 and n − 2, we get the result for n. This shows the result for n ≥ 0. For n < 0,note that [−n]∗L = [n]∗(i∗L)

7 Picard group of abelian varieties
Recall for any scheme X , Pic(X ) is the group of isomorphism classes of line bundles on X . The group law istensor product of line bundles. We will study Pic(X ) and Pic(Xk ) for an abelian variety X/k .

Proposition 7.1. Suppose X is a k-variety, which is proper. Then the natural map Pic(X ) → Pic(Xk )induced by the map Xk → X is injective.
So we can check identities between line bundles after passing to k .

Proof. It is a homomorphism, and so it suffices to show that if Lk ∼= OXk , then L is trivial. But on theexamples sheet, we see that L ∼= OX if and only if H0(X,L) and H0(X,L∨) are non-zero. But as H0(Xk , Lk ) =H0(X,L)⊗k k , we get the result. Lecture 19From now on, assume X is an abelian variety over k . To study Pic(X ), we will use:
Proposition 7.2. Let L be a line bundle on X . For x ∈ X (k ), define

φL(x) = T ∗x L ⊗ L∨ ∈ Pic(Xk )More precisely, it’s the isomorphism class of T ∗x L ⊗ L∨ in the Picard group. Then
φL : X (k )→ Pic(Xk )is a homomorphism.
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Proof.

φL(x + y) = T ∗x+yL ⊗ L∨
φL(x) + φL(y) = T ∗x L ⊗ L∨ ⊗ T ∗y ⊗ L∨These two are equal by the theorem of the square.Note we will write the group operation in Pic(X ) either as + or as ⊗. Thus, φL combines the group lawon X and on Pic(Xk ).

Definition 7.3 (Néron-Severi group)Define Pic0(Xk ) = {L | φL = 0}and
K (L) = ker(φL)Define the Néron-Severi group of X to be

NS(Xk ) = Pic(Xk )Pic0(Xk )
Note that NS(Xk ) is a subgroup of Hom(X (k ),Pic(Xk )). In the end, Pic0(Xk ) will turn out to be the k-points ofanother abelian variety X̂ , the dual abelian variety, and NS(Xk ) is a finitely generated free abelian group.First of all, we will give an alternative characterisation of Pic0.

Proposition 7.4. Let Λ(L) = m∗L⊗ pr∗1 L∨⊗ pr∗2 L∨ ∈ Pic(X ×X ). Then L ∈ Pic0(X ) if and only of Λ(L)is trivial. That is,
m∗L ∼= pr∗1 L ⊗ pr∗2 LΛ(L) is called the Mumford line bundle.

Proof. φL depends only on the isomorphism class of Lk ∈ Pic(Xk ), and so we can assume k = k . Let x ∈ X (k ).Then
m ◦ (id×x) = Txpr1 ◦ (id×x) = idXpr2 ◦ (id×x) = x

Hence Λ(L)|X×x = T ∗x L ⊗ L∨ ⊗OX = φL(x)Moreover, Λ(L)|e×X = φL(e) = OX is trivial. Thus, by seesaw, Λ(L) is trivial if and only if for all x ∈ X (k ),
L|X×x ∼= OX . That is, φL = 0.

Proposition 7.5.(i) for all line bundles L, im(φL) ⊆ Pic0(Xk ),(ii) if L ∈ Pic0(Xk ), then i∗L ∼= L∨,
Proof. Without loss of generality, assume k = k . For (i), let x ∈ X (k ) and M = φL(x) = T ∗x L ⊗ L∨. For
y ∈ X (k ),

φM(y) = T ∗y (T ∗x L ⊗ L∨)⊗ (T ∗x L ⊗ L∨)∨ ∼= OXby the theorem of the square. Hence φM = 0, and so M∈ Pic0(Xk ).For (ii), by the previous proposition,
m∗L ∼= pr∗1 L ⊗ pr∗2 L
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and consider d : X → X × X , d(x) = (x,−x). Now
d∗(pr∗1 L ⊗ pr∗2 L) = L ⊗ i∗L

and
d∗m∗L = (m ◦ d)∗L = OXas m ◦ d is the constant map. Thus, L ⊗ i∗L ∼= OX ,a nd so i∗L ∼= L∨.

Theorem 7.6. Let L ∈ Pic0(X ) be non-trivial. Then Hr (X,L) = 0 for all r ≥ 0.
Proof. To start off, we will show H0(X,L) is zero. If not, let s ∈ H0(X,L) be a non-zero section. This hasan effective divisor D = div(s), and L ∼= OX (D). Now L ∈ Pic0(X ), and so L∨ ∼= i∗L = OX (i∗D). and soH0(X,L∨) ∼= H0(X,OX (i∗D)) ̸= 0. But then from the examples sheet, if both L and L∨ have a non-zero globalsection, then L is trivial.So assume for all 0 ≤ i < n, Hi(X,L) = 0. Consider

X X

X × X
id×e m

id

So on Hn(X,L), the identity map factors as
Hn(X,L) Hn(X × X,m∗L) Hn(X,L)m∗ (id×e)∗

Now m∗L ∼= pr∗1 L ⊗ pr∗2 L = L⊠ L. By Künneth,
Hn(X × X,L⊠ L) ∼= ⊕

p+q=nHp(X,L)⊗k Hq(X,L)
The right hand side vanishes by the induction hypothesis. But the identity map factors through the zero map,and so Hn(X,L) = 0. Lecture 20

Proposition 7.7. Suppose L ∈ Pic(X ). Then there exists a closed subgroup scheme Z ⊆ X such that
K (L) = Z (k ), and Λ(L)|X×Z is trivial.

Proof. Recall Λ(L) = m∗L ⊗ pr∗1 L∨ ⊗ pr∗2 L∨ ∈ Pic(X × X )and that for all x ∈ X (k ), Λ(L)|X×x = T ∗x L ⊗ L∨ = φL(x)and Λ(L)|e×X = OXkHence
K (L) = {x ∈ X (k ) | Λ(L)|X×x ∼= OXk}Thus, if
Z = {x ∈ X | Λ(L)|X×x ∼= OX×Spec(κ(x))}Then by sheet 3 question 2, Z is closed, and Z (k ) is K (L).Give Z the reduced subscheme structure. Then the seesaw theorem implies that

Λ(L)|X×Z = pr∗2Mfor some M∈ Pic(Z ). Now Λ(L)|e×X ∼= OX
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and so restricting to e × Z , we get M∼= OZ . So we just need to check that Z is a subgroup scheme.First, Z is non-empty, and so consider the automorphism of X × X given by
f : X × X → X × X(x, y) 7→ (x + y, y)We just need to check that it takes Z × Z isomorphically to itself. Since Z is reduced, and X is a variety, it isenough to check
f (Z × Z )(k ) = (Z × Z )(k )But this is true since Z (k ) = K (L) is a subgroup of X (k ).

Remark 7.8. (i) In fact, it’s not hard to prove that there exists a unique closed subgroup scheme K (L), which neednot be reduced, such that for any closed subscheme S ⊆ X , S ⊆ K (L) if and only if
Λ(L)|X×S ∼= OX×S

(ii) If K (L) is infinite, then dim(Z ) > 0. Thus, taking the irreducible component containing e, there exists anabelian subvariety Y ⊆ X such that Y (k ) ⊆ K (L). This is immediate if k = k , and in general, we just need tocheck that Y is geometrically integral.
7.1 Ampleness criterionSuppose L = OX (D) for some D ≥ 0 effective divisor. We can take Weil or Cartier divisors, since they areequivalent in this case. Say

D =∑
i
niDi

where ni ≥ 0 and Di are integral closed subschemes of codimension 1 of X . In this case,
K (L) ⊇ H(D) = {x ∈ X (k ) | Tx (D) = D}where Tx (D) = D is equality of divisors on Xk . H(D) is a subgroup of X (k ), and it is also the k-points of aclosed subscheme of Xk .Assume k = k . So if x ∈ X (k ), and Y ⊆ X any closed subset, TxY = Y if and only if for all y ∈ Y (k ),

x + y ∈ Y . Equivalently,
x ∈

⋂
y∈Y (k ){x | (x, y) ∈ m−1(Y )} = ⋂

y∈Y (k ) pr1(X × y ∩ m−1(Y ))
and the right hand side is a closed subset.

Theorem 7.9. Let L = OX (D). Then the following are equivalent:(i) L is ample,(ii) K (L) is finite,(iii) H(D) is finite.
Remark 7.10. Since H(D) ⊆ K (L) ⊆ X (k ), they only depend on Lk . But if Lk is ample, then so is L. For this, notethat Hi(X,F ⊗ Ln)⊗k k = Hi(Xk , Fk ⊗ Lnk )for F coherent on X . See theorem 3.19(iii).In particular, we can assume k = k to prove the theorem.

Proof. (ii) implies (iii) is obvious, as H(D) ⊆ K (L). We’ll now prove (i) implies (ii). Suppose L is ample, but
K (L) is infinite. Then there exists an abelian subvariety Y 3, such that K (L) contains Y (k ) and dim(Y ) > 0.But L restricited to Y (or any closed subscheme) is also ample, by any of the criterion in theorem 3.19.

3i.e. a subvariety which is also a closed subgroup scheme
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Replacing X by Y , we may assume that K (L) = X (k ). That is, L ∈ Pic0(X ). But then i∗L ∼= L∨, and iis an automorphism, and so L∨ is ample. Note that if L1, L2 are ample, then for all coherent F , then thereexists n0 such that for n ≥ n0, F ⊗Ln1 and Ln2 are generated by global sections, and so F ⊗ (L1⊗L2)n is alsogenerated by global sections, and so L1 ⊗ L2 is ample.But in this case, we have that L⊗L∨ = OX is ample. But as dim(X ) > 0, there exists a non-empty properclosed subscheme W , and the ideal sheaf IW has0 = H0(X, IW ) ⊆ H0(X,OX ) = kSo dim(X ) = 0. Contradiction. Lecture 21It remains to show that if H(D) is finite, then L is ample. It suffices to show that L2 is ample. For any
x ∈ X (k ), by the theorem of the square,

L2 ∼= T ∗x L ⊗ T ∗−xL ∼= OX (T ∗x D + T ∗−xD)Let sx ∈ H0(X,L2) be non-zero, with div(sx ) = T ∗x D + T ∗−xD. Note here T ∗x D = T−1
x D = T−xD. If y ∈ X (k ),then xx (y) = 0 if and only if y ∈ T ∗x D + T ∗−xD. In turn, this is true if and only if x ∈ Ey = T ∗yD + T ∗−yD.Thus, for all x /∈ (X \ Ey)(k ), sx (y) ̸= 0. Therefore, sections of L2 give a morphism f : X → PNk , where

N = dim(H0(X,L2))− 1, and f ∗OPN (1) ∼= L2.Note here if H0(X,L2) = spank{f0, . . . , fN}Then X = ⋃i Ui, where Ui = {fi ̸= 0}. Define
f : Ui → AN

k = {ti ̸= 0} ⊆ PNk

f = ( f0fi , . . . , fi−1
fi
, fi+1
fi
, . . . , fnfi

)
Here, fj /fi ∈ OX (Ui) as L is invertible.

Claim 7.11. f has finite fibres.
Proof of claim. Suppose y, y′ ∈ X (k ) are such that f (y) = f (y′). Then for all s ∈ H0(X,L2), either both
s(y), s(y′) are zero, or they are both non-zero. In particular, x ∈ Ey if and only if x ∈ Ey′ . Thus, as subsets of
X , Ey = Ey′ .So if f does not have finite fibres, then there exists p ∈ PN (k ), such that f−1(p) contains a closed subscheme
Y of positive dimension, and for all y, y′ ∈ Y , Ey = Ey′ . If D′ is any component of D, then T ∗yD′ is equal to
T ∗y′D′ ∈ Ey′ , since they are equal for y = y′, and as Y is connected, they have to be equal for all y′. Thus,
T ∗y′−yD′ for all components D′ of D, and so y′ − y ∈ H(D), which is a finite set. Contradiction.

Remark 7.12. Note that it might happen that f−1(p) is not connected, and y′ − y ∈ H(D) only holds for y, y′ in thesame connected component.
It remains to show that L2 is ample, using finiteness which we have just proven.

Lemma 7.13. If f : X → Y is a morphism of proper k-varieties, with finite fibres and L is an ample linebundle on Y , then f ∗L is an ample line bundle on X .
Sketch proof. f being proper with finite fibres implies that it is finite. This is a consequence of Zariski’s maintheorem. However, this is easy when f is projective.Now for any coherent sheaf F on X , i > 0Hi(X,F ⊗ (f ∗L)n) = Hi(Y , f∗F ⊗ Ln) = 0for n sufficiently large.
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Corollary 7.14. Abelian varieties are projective.
Proof. It is enough to find an effective divisor such that H(D) is finite. Let U be a non-empty affine open, andlet D be the complement, with the reduced subscheme structure. Then (see examples sheet 4), D is a divisor.Now we will show that H(D) is finite. We can assume k is algebraically closed. Then H(D) is the setof k-points of a closed subgroup scheme Z ⊆ X , Here, Z is the closure of H(D). Now for any x ∈ H(D),
T ∗x D = D, and so T ∗x U = U . Hence if x0 ∈ U , then x + x0 ∈ U for all x ∈ H(D). So U contains a translateof H(D), and so it contains a translate of Z , since H(D) = Z (k ). Now Z is proper, and U is affine, and sodim(Z ) = 0. Hence H(D) is finite.

Corollary 7.15. For all n ≥ 1, the set
ker([n])(k ) = {x ∈ X (k ) | nx = e}

is finite. The map [n] : X → X is surjective. Moroever, X (k ) is divisible.
Proof. Suppose ker([n])(k ) is finite. Then for all x, x ′ ∈ X (k ), [n](x) = [n](x ′) if and only if x ′ − x ∈ ker([n]), i.e.for all y ∈ X (k ), [n]−1(y) is finite.The morphism [n] : X → X having finite fibres over each y ∈ X (k ) has to be dominant, and as X is proper,it has to be surjective. In particular, [n]−1(y) is non-empty for all y ∈ X (k ), hence X (k ) is divisible.Thus, it remains to show that ker([n])(k ) is finite. Assume k is algebraically closed. Suppose if ker([n])(k ) isinfinite. Then it contains a subvariety V (k ) of positive dimension. The composition

V X X[n]
is the constant map v → Spec(k )→ X at e. Let L be an ample line bundle on X . If we replace it by L⊗ i∗L,we may assume that L ∼= i∗L. In this case, [n]∗L ∼= Ln2 , which is also ample on X , and so it is ample on V .But [n]∗L|V ∼= OV . So V admits a trivial ample line bundle, and so dim(V ) = 0. Contradiction. Lecture 22As [n] has finite fibres, and is proper (in fact projective, as X is projective), [n] is a finite morphism (forprojective morphisms, this is a rather easy fact, it is enough to find a hypersurface H ⊆ Pn which (locally)doesn’t meet X for f : X ↪→ PNY . Then locally on Y , X ⊆ PNY \ Y , which is affine over Y . Then it follows that Xis finite over Y ).Now as X is a smooth variety, so [n] : X → X finite surjective, is flat. Hence [n]∗OX is a locally free
OX -module of some rank r , called the degree of [n]. This is equal to the degree of the extension of functionfields [n]∗ : κ(X )→ κ(X ), by passing to the generic point of X .

Theorem 7.16. deg([n] : X → X ) = n2g
where g = dim(X ). In paticular, ker([n])(k ) has at most n2g points. This holds as

n2g = dimk (Γ(ker([n]), O))
Proof. Recall if X ⊆ PN is projective, and F is a coherent sheaf on X , then

PX (F, t) ∈ Q[t]
is such that

PX (F, n) = χ (X,F (n)) = χ (X,F ⊗ OX (n))with deg(PX (F, ·)) = dim(supp(F ))Recall from proposition 3.20 that if X ⊆ PNk is integral, dim(X ) = d and with generic point η, then
PX (F, t) = dimκ(η) (Fη)PX (t) + terms of degree less than d
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Let L be an ample line bundle on X , and assume i∗L ∼= L. We can do this since we can replace L with L⊗i∗Lif required. This then determines an embedding X ↪→ PNk , for which L ∼= OX (1). Let F = [n]∗OX . Then in thiscase,
PX ([n]∗OX , t) = deg([n])PX (t) + terms of degree less than gand deg(PX (t)) = g. As [n] is finite, for any m ∈ Z, and any open affine U ⊆ X , we have that

([n]∗OX ⊗ Lm)(U) = ([n]∗Lm)([n]−1U)
and so H0(X, [n]∗OX ⊗ Lm) = H0(X, [n]∗Lm = H0(X,Ln2m))Next, recall for m sufficiently large, PX (F,m) = dim(H0(X,F (m))) as the other cohomology groups vanish. For
m sufficiently large,

deg([n])PX (m) = PX ([n]∗OX , m) + terms of degree less than g= dim(H0(X, [n]∗OX ⊗ Lm)) + terms of degree less than g= dim(H0(X,Ln2m)) + terms of degree less than g= PX (n2m) + terms of degree less than g
Since deg(PX (t)) = g,

PX (n2t) = n2gPX (t) + terms of degree less than gThus, deg([n]) = n2g.
Theorem 7.17. If char(k ) ∤ n, then ker([n])(k ) ∼= (Z/nZ)2g. If char(k ) = p > 0, then

ker([pj ])(k ) ∼= (Z/pjZ)r
for all j ≥ 1. Here, 0 ≤ r ≤ h is independent of j . r is called the p-rank of X .
To complete the study of φL, we have the following result:

Theorem 7.18. Suppose L is ample. Then φL : X (k )→ Pic0(Xk ) ⊆ Pic(Xk ) is surjective. That is,
Pic0(Xk ) = X (k )

K (L)where K (L) is finite.
Proof. We may assume k = k . Let M∈ Pic0(X ) and suppose M /∈ im(φL). Let F = Λ(L)⊗ pr∗1M∨. This isa line bundle on X × X . If x ∈ X , then

F|X×x = T ∗x L ⊗ L∨ ⊗M∨ ∈ Pic(Xκ(x))By assumption, for all x ∈ X (k ), F|X×x ̸∼= OX , since M ≁= φL(x). Now by sheet 3, question 2 (ii), F|X×x isnon-trivial for all x ∈ X . As
F|X×x = φL(x)⊗M∨ ∈ Pic0

By theorem 7.6, Hi(Xκ(x), F|X×x ) = 0for all i. Thus, for any open affine U ⊆ X , Hi(X × U,F|X×U ) = 0. Therefore, by sheet 2 question 5,
Hi(X × X,F ) = 0

for all i. Equivalently, R i pr∗2 F = 0. On the other hand, F|x×X = Λ(L)|x×X as pr∗1M|x×X ∼= OX = T ∗x L ∼= L∨.So if X /∈ K (L),
F|x×X ̸∼= OX
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and so as above, Hi(x × X,F|x×X )is zero for all i. Again, for all open affines U ⊆ X \ K (L),Hi(U × X,F|U×X )is zero for all i. As K (L) is finite and X is projective, there exists an open affine V containing K (L). Sameexercise shows that 0 = Hi(X × X,F ) = Hi(V × X,F|V×X )But now for all x ∈ V , Hi(x × X,F|x×X ) = 0Taking x = e ∈ K (L) ⊆ V , F|e×X = OX . This has non-zero H0. Contradiction. Lecture 23
Proof of theorem 7.17. We may assume k = k . Since X (k ) is divisible, and ker([n])(k ) is finite, it follows thatfor all primes p, ker([pj ])(k ) ∼= (Z/pjZ)r , with r independent of j , by considering

0 ker([pj−1])(k ) ker([pj ])(k ) ker([p])(k ) 0pj−1

Let G = ker(n) ⊆ X . This is a finite group scheme over k . We know thatdimk (Γ(G,OG )) = n2g = deg([n])If n is invertible in k , then we have a map (examples sheet 4 question 1)[n]∗ : TG,e → TG,eon the tangent space, which is multiplication by n. Then this is an isomorphism. On the other hand, [n] : G → Gfactors through Spec(k ),
G G

Spec(k )aG e

[n]

and so we must have that TG,e is zero. Hence OG,e = k . But then
G = ⊔

x∈G(k ) Spec(OG,x ) = ⊔
x∈G(k ) Spec(k )

since translation induces an isomorphism OG,x ∼= OG,e. So G is a constant group scheme, of order n2g.Therefore, G is isomorphci to the constant group scheme (Z/nZ)2g.Now suppose char(k ) = p > 0. It is enough to compute G(k ) for G = ker([p]) ⊆ X . From examples sheet4 question 3, we have a Frobenius homomorphism F = FX/k : X → X ′ = X , which on the structure sheaf is
t 7→ tp. To make the Frobenius a k-morphism, we have

X X ′ X

Spec(k ) Spec(k )
=

t 7→tp

aX aX′ aX

Moreover, ker(F ) is killed by [p], i.e. ker(F ) ⊆ ker([p]). Also,
ker(F ) ∼= Spec( k [t1, . . . , tg]〈

tp1 , . . . , tpg〉
)

Let me = 〈f1, . . . , tg〉. Then ker(F ) is a one-point scheme, anddim(Γ(ker(F ), O)) = pgThus, dim(OG,e) ≥ pgand as p2g = dim(Γ(G,O)) = |G(k )| dim(OG,e), |G(k )| = pr for some 0 ≤ r ≤ g.
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Remark 7.19. If g = 1, then X is an elliptic curve and either r = 1, so X is ordinary, or r = 0 and X is supersingular.In general, for 0 ≤ r ≤ g, there exists X of dimension g, with p-rank r . Take X = E r1 × Eg−r0 , where E1 is ordinaryand E0 is supersingular.
Remark 7.20. If k is algebraically closed, char(k ) = p > 0. Then• If r = g, then ker([pj ]) = (Z/pjZ)g × (µpj )gwhere µpj = ker([pj ] : Gm → Gm),• Otherwise, ker([pj ]) = (Z/pjZ)r ×G0

where G0 is a single point. In general, G0 is not isomorphic to (µjp)2g−r .Moreover, there exists a classification and duality theory for finite group schemes over a perfect field, and G0 fits intothis classification.
Recall that for X/k , if L is an ample line bundle on X , then we have a homomorphism

φL : X (k ) ↠ Pic0(Xk ) ⊆ Pic(Xk )with finite kernel.
Theorem 7.21. There exists a dual abelian variety X̂ over k , with dim(X̂ ) = dim(X ), and we have anisomorphism Ψ : X̂ (k ) ∼= Pic0(Xk )and for any ample L, there exists a unique surjective homomorphism λL : X → X̂ such that

X (k ) X̂ (k ) Pic0(Xk )λL Ψ
φL

When g = 1, X is an elliptic curve E , and we have Abel’s theorem, which says that
E (k ) ∼= Cl0(Ek )where Cl0(Ek ) are degree zero divisors, sending x to ⟨x⟩ − ⟨e⟩. Thus, if L = O(e), then

φL(−x) = T ∗−xL ⊗ L∨ = O(⟨x⟩ − ⟨e⟩)
and so we have that Ê = E . Thus, we have a canonical line bundle O(e) on E .Suppose X/k is any proper variety. Then we would like a group scheme PicX/k which classify line bundleson X . These are called Picard schemes. We certainly want

PicX/k (k ) = Pic(Xk )First guess for any k-scheme S , PicX/k (S) = Pic(X × S)However, this cannot be the case. There cannot be a group scheme G with G(S) = Pic(X ×S), for two reasons:1. If S = ⋃i Ui, then
G(S) = {(fi : Ui → G) | fi|Ui∩Uj = fj |Ui∩Uj}But then

Pic(X × S) = ker∏
i

Pic(X × Ui)→∏
i,j

Pic(X × (Ui ∩ Uj ))


where we send (Li) to (Li ⊗ L∨j )Ui∩Uj . This fails even for X = Spec(k ) and S = P1
k . Here, we have an“extraneous” Pic(S).
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2. We could instead hope that
G(S) = Pic(X × S)pr∗2 Pic(S)For any k-variety G , if k ′/k is a finite Galois extension, then
G(k ) = G(k ′)Gal(k ′/k )

Let X be the conic x20 + x21 + x22 = 0 in P2
R. Then X (R) = ∅ and XC = P1

C. But Pic(P1
C) ∼= Z. In thiscase, we have Pic(XC) Z

Pic(X ) 2Z

∼=

∼=
Thus, Gal(C/R) acts trivially on Pic(XC), and so Pic(X ) ̸= Pic(XC)Gal(C/R).We have two solutions, which give the “correct” PicX/k .1. sheafification (for étale topology)2. assume e ∈ X (k ) ̸= ∅. Define

Pice(X × S) = {L ∈ Pic(X × S) | L|e×S ∼= OS}
A basic result of Grothendieck: If X/k is a projective variety, e ∈ X (k ), then there exists a group schemePicX/k locally of finite type over k , such that PicX/k (S) = Pice(X × S) and this is natural in S . The proof usesHilbert schemes. Lecture 24

8 Proof of theorem 6.3
Step 1: We will prove the statement for Z = Spec(A), where A is a finite local k-algebra. with residue field
k . So A = k ⊕m with m nilpotent, and so Z = {pt}.Induct on dimk (A). If dimk (A) = 1, then A = k , and so L = L|X×Y×z is trivial. Otherwise, we can find anideal I ⊆ m with dimension 1. To see this, any minimal non-zero ideal of A is necessarily killed by m, and isa k-vector space. Thus, by minimality it has dimension 1. Say I = spank{t}. Let Z1 = Spec(A/I).If V /k is a proper variety, then for any K -algebra B, H0(VB, OVB ) = B, since H0(V ,OV ) = k and we canuse flat base change.

Lemma 8.1 (tangent space to Pic). Let V be a proper k-variety. Then there exists an exact sequence,functorial in V ,
0 H1(V ,OV ) Pic(V × Z ) Pic(V × Z1)where the last map is induced by inclusion.

When Z = Spec(k [ε]/ε2), then Z1 = k , and ker(Pic(V × Z )→ Pic(V )) is the “tangent space”.For example, this tells us that the dimension of PicV /k is at most the dimension of H1(V ,OV ).
Proof. First note that we have an exact sequence of abelian groups

0 I A× (A/I)× 1a7→1+a
Note that (1 + a)(1 + b) = 1 + (a+ b) since I2 = 0. On the other hand,

ker(A× → (A/I)×) = 1 + I
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and the cokernel is trivial, since if a ∈ A is a unit in A/I , then a is a unit, since (1 + I) ⊆ A×. Therefore, wehave an exact sequence of sheaves on V , given by
0 IOV×Z O×V×Z O×V×Z1 1

Note that as topological spaces, V , V × Z, V × Z1 are all the same (or canonically isomorphic). But nowmultiplication by t defines an isomorphism OV ∼= IOV×Z , and so by the long exact sequence of cohomology,we obtain 0 H0 (V ,OV ) H0 (V × Z,O×V×Z) H0 (V × Z1, O×V×Z1
)

H1 (V ,OV ) H1 (V × Z,O×V×Z) H1 (V × Z1, O×V×Z1
)

On the first row, we get 0 k A× (A/I)×and we saw the last map is surjective. Thus, the map H1(V < OV )→ H1(V × Z,O×V×Z ) is injective. Moroever,for any scheme X , Pic(X ) = H1(X,O×X )
To see that Pic(X ) = H1(X,O×X ), note that if L is a line bundle on X , then there exists an open cover

X =⋃
i
Ui

of X , such that for all i, we have an isomorphism
OUi
∼= L|Uisay sending 1 to si ∈ Γ(Ui, L). On Ui ∩ Uj , there exists a unique aij ∈ OX (Ui ∩ Uj )× such that si = aijsj .Clearly the (aij ) satisfy the cocycle conditions, and it defines a Čech 1-cocycle. Thus, we gave an element ofȞ1((Ui), O×X ). Passing to the limit of all covers, we get an element of H1(X,O×X ).Lots of checking to show that this only depends on the isomorphism class, and that it is an isomorphism ofgroups and so on...Returning to the proof. by induction, assume L|X×Y×Z1 is trivial. Apply the lemma, we get

0 H1(X × Y ,OX×Y ) Pic(X × Y × Z ) Pic(X × Y × Z1)
0 H1(X,OX )⊕ H1(Y ,OY ) Pic(X × Z )⊕ Pic(Y × Z ) Pic(X × Z1)⊕ Pic(Y × Z1)

c

ba

The rows are exact, and the vertical maps are induced by restruction y∗, x∗. By Künneth, a is an isomorphism.Now L ∈ Pic(X × Y × Z ), with b(L) = 0 by hypothesis, and c(L) = 0 by the induction hypothesis. From thediagram, we must then have that L = 0 ∈ Pic(X × Y × Z ).
Step 2: Consider Z = Spec(A) where A is a local Noetherian k-algebra, with A/m = k . Let

Zn = Spec( A
mn

)
by the previous step, L|X×Y×Zn is trivial for all n. As before, we have finity cyclic A-modules Q,Q′, such thatfor all A-algebras B, H0(LB) = HomA(Q,B) and H0(L∨B) = HomA(Q′, B). For all n ≥ 1,

Q ⊗
(
A
mn

)
∼= A

mn

since L|X×Y×Zn is trivial. So
Ann(Q) ⊆⋂

n
mn = 0

Ann(Q′) ⊆⋂
n
mn = 0
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So Q,Q′ are isomorphic to A. Thus, L is trivial.
Step 3: Now assume that Z is a k-variety. Then L|X×Y×OZ,s is trivial, by the previous part. Let

F = {z′ ∈ Z | L|X×Y×z′ is trivial}
Then F contains the generic point of z (which is the generic point of OZ,z ), and as F is closed, F = Z . Thus,by theorem 6.1,

L ∼= pr∗3Mfor a line bundle M on Z . But then
OZ ∼= Lx×y×Z ∼= Mand thus L is trivial.
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